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A B S T R A C T   

Data governance is recognised as a new capability for organisations to maximize the value of data. Process 
mining is essential for the resilient growth of businesses, making process data a strategic asset for organisations. 
Even though the availability of reliable process data is vital for obtaining dependable insights into process mining 
techniques, there exists no framework that explains how to govern process data holistically. We address this gap 
by presenting the first data governance framework for process mining that was derived from a Delphi study 
conducted with a panel of academics and practitioners from around the world. The framework provides multiple 
avenues for future research.   

1. Introduction 

Data is recognised as fundamental for analysing and improving 
organisational performance. There is growing awareness of its role in 
strategic decision making [1,2], which has brought the significance of 
data governance to the fore. Data governance has been defined as the 
exercise of authority and control over the management of data [3]. It 
aims to build a corporate-wide strategy to maximise the use of data 
within organisations and reduce data-related risks [4,5]. 

Data has gained increased significance in enterprises and govern-
ment institutions [6], especially as its complexity and volume continued 
to explode. According to Statista, the total volume is expected to grow 
exponentially from 33 zettabytes in 2018 to 2100 zettabytes in 2035 [7]. 
This challenge has required organisations to develop more sophisticated 
capabilities regarding data use, for which different ways to combine, 
manipulate, and store data and convert it to valuable information are 
needed [8]. 

The need for data governance is magnified by the growing data 
regulations and standards that organisations need to comply with. For 
example, the General Data Protection Regulations (GDPR) legislation 
has created pressure on businesses to keep a strong hold on what data is 
collected, where it is stored, and how it is used [1]. Furthermore, in a 
study by Holt et al. [9], 45 % of participants drawn from a global 
community of database and data professionals did not have data 

governance policies and practices in place. Data governance in infor-
mation systems is an area of emerging interest; however, despite its high 
importance, it remains an underresearched area and is infrequently 
practised in industry [8,10,11]. 

For organisations, process data is becoming an increasingly impor-
tant type of data, providing a valuable asset to aid the improvement of 
organisational processes [12]. Process data refers to data regarding the 
execution of organisational processes that is automatically recorded by 
the information systems that support these processes [12,13]. We 
consider process data as data recorded by an information system that 
will be used as input for analysis algorithms whose insights are aimed at 
better understanding the operational execution of an organisational 
process. 

Process data can be leveraged to generate an event log, an analysable 
dataset that captures the sequence of activities performed in an organ-
isational process for a particular case (i.e., process instance), when these 
activities were executed, and potentially other details, such as who 
executed them. Process mining, a specialised form of data-driven pro-
cess analytics, then can be used to uncover the real-life behaviour of 
business operations from an event log [12]. A myriad of process mining 
techniques have been developed in industry and academia [14] to help 
management understand the real-life flow of organisational processes, 
determine the conformance of processes with a normative model, and 
enhance processes [12]. Process mining has been applied in multiple 
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industries and has been recommended for driving the resilient growth of 
businesses [15]; for example, a major oil and gas company applied 
process mining to achieve better insight into its internationally cen-
tralised invoice reconciliation process and identified some major in-
efficiencies. After improving these inefficiencies, the organisation saved 
1.2 million euros [15]. 

To ensure that the insights from the use of process mining techniques 
are dependable, the availability of reliable process data is vital. 
Compared to datasets that serve as input for typical data mining appli-
cations, process data in the form of an event log has specific charac-
teristics that pose unique data-related challenges. For example, events 
are related to one another due to the notion of a case present in process 
data, which groups together events related to one specific process 
instance. Moreover, each event is characterised by an activity label 
reflecting the activity to which the event is linked. A notion of order 
among events also must be present, which is typically derived from the 
timestamp associated with each event [12]. This shows that process data 
has particularities that must be taken into consideration. To leverage the 
great potential that process mining offers, process data needs to be 
treated as a strategic asset, highlighting the significance of data gover-
nance for this type of data. 

The unique characteristics of process data have led to dedicated 
research efforts on specific data governance topics, including process 
data quality [16–18], process data privacy [19,20], and event log con-
struction [21,22]. These lines of research are leading to the development 
of novel approaches, taking the specific context of process data as a 
starting point. While these contributions help move the knowledge base 
forward on specific data governance subjects, our review of the process 
mining literature revealed that a more holistic set of data governance 
considerations for process data has not been identified. Against this 
background, this paper investigates the following research question: 
What are the data governance considerations for process data? 

To approach this research question, we performed a Delphi study 
with an international panel of academics and practitioners who are 
experts in process mining and data governance. A Delphi study is a 
structured process of collecting and distilling knowledge from a panel of 
experts in multiple rounds using questionnaires with controlled feed-
back [23]. Our Delphi study resulted in a list of 38 data governance 
considerations for process data. These data governance considerations 
are structured around 11 dimensions, including the 10 dimensions 
proposed by the Data Management Association (DAMA), a global asso-
ciation dedicated to advancing the concepts and practices of information 
and data management. 

This study contributes to the areas of process mining and data 
governance, demonstrating the critical importance of explicitly consid-
ering process data in data governance strategies and policies. Along with 
demonstrating how process data can be transformed into a strategic 
asset, we also identify important avenues for future research at the 
intersection between process mining and data governance. 

The remainder of this paper is structured as follows. Section 2 pro-
vides the relevant background on data governance and process mining. 
Section 3 presents an outline of the adopted research method and study 
design. Section 4 details the findings of the study, and Section 5 presents 
a discussion around them. The paper ends with a conclusion in Section 6. 

2. Background 

2.1. Data governance 

Data governance is defined as the “planning, oversight, and control 
over management of data and data-related resources” [3]. Data gover-
nance provides a cross-functional framework, which allows managing 
data as a strategic asset. In doing so, it formalises data policies, stan-
dards, and procedures and also monitors compliance [1]. Data gover-
nance is different from data management. According to DAMA, “data 
management is the development, execution, and supervision of plans, 

policies, programs, and practices that control, protect, deliver, and 
enhance the value of data and information assets” [3], whereas data 
governance is the exercise of control and authority over the manage-
ment of data assets [3]. Therefore, data governance complements data 
management. Data governance establishes policies and procedures 
around data, whereas data management enacts those policies and pro-
cedures to manage data. Data governance aims to promote a culture that 
fosters the development of corporate-wide data policies, guidelines, and 
standards that are consistent with the vision, mission, and objectives of 
the organisation [8]. Overall, data governance includes the organisation 
of data management, ensuring alignment with business needs, compli-
ance, and a common understanding of data [24]. 

The main driver of data governance is the increasing significance of 
digital transformation for the growth of companies, and thus the 
increased consideration of data as an asset [25]. As a consequence, data 
governance is assuming a position of greater importance in organisa-
tions [1,25]. Data governance has been identified as a new “business 
capability to obtain value from data” [2]. Many organisations have 
created dedicated teams or a dedicated department around data 
collection, integration, and analysis [26]. Such a dedicated team looks 
after data innovation and governance, which is then used for strategy 
implementation [27,28]. 

Despite its significance, data governance remains an under-
researched area [1,8,9] that has gained attention only recently. For 
example, Zhang et al. [11] presented a strategic action framework to 
deploy data governance in organisations, Al-Badi et al. [29] proposed a 
data governance framework for big data, AlRuithe et al. [30] promul-
gated a data governance framework for cloud computing, and Begg and 
Caira [10] described a data governance framework for small and me-
dium enterprises. In 2019, Abraham et al. [1] conducted a rigorous 
systematic literature review as a foundation for a conceptual framework 
for data governance consisting of six dimensions that provide an un-
derstanding of the key areas that must be considered for data gover-
nance. These prior research efforts illustrate the significance of research 
in data governance. 

An external body widely cited in the area of data governance, DAMA 
International is “a not-for-profit, vendor-independent global association 
of technical and business professionals dedicated to advancing the 
concepts and practices of information and data management” [31]. The 
purpose of DAMA is to promote the understanding, development, and 
practice of managing data and information as key enterprise assets to 
support organisations. DAMA has defined ten dimensions that should be 
considered with respect to data governance [3]: data architecture, data 
modeling and design, data storage and operations, data security, data 
integration and interoperability, documents and control, reference and 
master data, data warehousing and business intelligence, meta-data, and 
data quality (Table 1). In this paper, we use the DAMA framework as a 
structure for understanding data governance, given its wide recognition 
in the data governance field. 

2.2. Process mining 

Process mining aims to extract knowledge from process data to un-
derstand, improve, and monitor business processes [12]. A business 
process is commonly defined as “a set of logically related tasks per-
formed to achieve a defined business outcome” [32]. Today, processes 
are typically supported by information systems, which record data about 
the execution of a process [12,13]. For use as an input for process 
mining, process data is structured as an event log. An event log consists 
of cases that represent process instances, for example, a specific loan 
application in a loan application process. For each case, a series of events 
is recorded while the process is being executed. Each event is described 
by a number of attributes, such as the activity linked to the event, the 
time at which the event occurred, and possibly other attributes, such as 
the resource associated with the event [12]. 

The event log serves as an input for a wide variety of process mining 
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techniques. Recently, van der Aalst [33] distinguished six types of pro-
cess mining: process discovery, conformance checking, performance 
analysis, comparative process mining, predictive process mining, and 
action-oriented process mining. Process discovery algorithms are used to 
retrieve a process model from an event log [33,34]. These process 
models typically represent the control flow—the order of activities in a 
process [34]—but also can represent, for instance, social networks 
depicting how staff members interact in a process [35,36]. Conformance 
checking, in its turn, aims to evaluate whether the behaviour described in 
the event log aligns with the behaviour displayed by a given normative 
process model [33,37]. 

Although process discovery and conformance checking are two very 
prominent areas of process mining, the four other process mining types 
described by van der Aalst [33] demonstrate the broad scope of the 
process mining field. Performance analysis focuses on the use of an event 
log to understand the performance of a process, for example, in terms of 
the service time, waiting time, or level of rework [33,38]. Comparative 
process mining leverages event logs to make intraorganizational or 
interorganisational process-related comparisons [33,39,40]. 

While the foregoing process mining types tend to be backward- 
looking as they focus on conveying an understanding of the process 
using historical data, predictive process mining involves making process- 
related predictions starting from an event log and thus constitutes a 
branch of process mining that is forward-looking [33,41]. Action-or-
iented process mining aims to convert diagnostics into actions by 
providing triggers to improve the execution of the process (e.g., by 
escalating a case when checks are skipped) or by identifying tasks that 
can be automated [33,42]. 

The literature points to several challenges when working with pro-
cess data. For example, the quality of input data is critical for reliable 
process mining insights, as inaccurate or incorrect data can generate 

misleading insights and unjustified decisions [43,44]. Thus, there is a 
need for rules and guidelines to govern the quality of process data. 
Privacy and security of data is another crucial factor [20,45] as failing to 
comply with rules and regulations can have negative ramifications for 
the organisation. Furthermore, having the right data model is important 
to enable process mining on data stored in databases [46]. Access to 
correct metadata or annotations is another important factor to support 
the reliability of process mining insights [43]. In short, research in the 
areas of data quality, privacy, data modeling, and metadata has brought 
the unique requirements of process data to the fore, demonstrating the 
need to give specific consideration to process data. 

To obtain reliable process mining insights, process data should be 
governed appropriately. As indicated by Zuboff [47], IT can have a 
transformative effect to automate as well as to informate. Algorithms and 
machinery allow IT to perform complex computational tasks, referred as 
the power to automate. Equally important is to informate the use of IT to 
capture the right data, which can then be used to improve business 
operations [48]. Possessing the competence of having appropriate data 
that can be used for improvements is the main objective of data 
governance. 

Despite the significance of process data governance, it remains an 
underresearched area [8,25]. Recently, Goel et al. [16] proposed 
ImperoPD, a data governance framework for managing data quality for 
process mining. This framework highlights five business areas—business 
strategy management, organisation and process management, process 
data management, information technology management, and people 
management—and 20 business capabilities to consider when managing 
data quality for process mining. Although the framework provides 
interesting insights, it focuses solely on data quality, which is only one of 
many dimensions of data governance. van Cruchten and Weigand [21] 
have presented an event log management framework to improve the 
quality of event logs, structured around three areas: event log gover-
nance, event log lifecycle, and event log foundations. van Cruchten and 
Weigand [21] focused on security and privacy, metadata, and quality 
aspects of the event log, which constitutes three of the ten DAMA di-
mensions. This paper extends this stream of literature, taking a more 
holistic perspective on data governance by not restricting itself to 
selected data governance dimensions. This broad perspective is essential 
because process data has its own unique requirements, which need to be 
understood and harnessed for organisations to be able to improve their 
business operations. Furthermore, in this paper we gather insights from 
academics and practitioners from the fields of process mining and data 
governance, while the work of Goel et al. [16] and van Cruchten and 
Weigand [21] is based solely on the literature. 

3. Research method and study design 

3.1. Delphi study as a research method 

Against the background of the limited knowledge on process data 
governance, a Delphi study was conducted to identify the relevant data 
governance considerations for process data and to assess their compar-
ative relevance. Delphi studies are widely used in the areas of Infor-
mation Systems (IS) and Business Process Management (BPM) to gain 
consensus among a group of experts on a topic of interest through 
multiple rounds of questionnaires [49–51]. IS scholars have been using 
the Delphi method for almost four decades, and its use has contributed 
to the field through its unique method for accessing the knowledge of 
experts [23]. The Delphi method has been applied in IS and BPM 
research studies to, for example, identify the constituent values of a BPM 
supportive cultural setting [52], identify the reasons for process devi-
ance [53], identify performance indicators to benchmark hospital in-
formation systems [54], and examine opportunities and challenges for 
process mining in organisations [55]. 

A Delphi study is exploratory in nature and follows a structured 
process involving multiple iterations in which expert opinions are 

Table 1 
DAMA dimensions and definitions adapted from Mosley et al. [3].  

DAMA Dimension Definition 

Data architecture Definition of the overall structure of data and 
data-related resources as an integral part of the 
enterprise architecture 

Data modeling and design Analysis, design, implementation, deployment, 
and maintenance of data solutions to maximise 
the value of the data resources to the enterprise. 

Data storage and operations Development, maintenance, and support of 
structured data to maximise the value of the 
data resources to the enterprise. Data operations 
management includes two subfunctions: 
database support and data technology 
management. 

Data security Planning, development, and execution of 
security policies and procedures to provide 
proper authentication, authorization, access, 
and auditing of data and information assets. 

Reference and master data 
management 

Ongoing reconciliation and maintenance of 
reference data and master data. Reference data 
include defined domain values, standardised 
terms, code values, business definitions, and 
more. Master data consist of data associated 
with business entities. 

Data integration and 
interoperability 

Acquisition, extraction, transformation, 
movement, delivery, replication, federation, 
virtualisation, and operational support of data. 

Data warehousing and business 
intelligence management 

Collection, integration, and presentation of data 
to knowledge workers for the purpose of 
business analysis and decision making 

Document and content 
management 

Control over the capture, storage, access, and 
use of data and information stored outside 
relational databases 

Metadata management Control over the set of processes that ensure 
proper creation, storage, integration, and 
control to support associated use of meta-data 

Data quality management Definition, monitoring, and maintenance of 
data integrity and improvement of data quality  
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collected and distilled using a series of questionnaires [23,49]. Experts 
remain anonymous, to avoid any bias from confrontation [56]. In each 
round of the Delphi study, participants communicate their opinions 
through a questionnaire, which is collected and edited by the research 
team to provide the participants with a statement on the position of the 
panel, as well as each participant’s own position [23]. Therefore, a 
Delphi study is an inductive, data-driven approach that is well suited for 
studies with research questions for which limited or no evidence exists 
[50]. 

3.2. Study design 

This study was designed to identify data governance considerations 
for process data, as well as their comparative relevance. The design was 
shared with the expert panel, who were encouraged to comment on it. 
This section outlines the five key characteristics of the study design. 

First, this study used a rating-type Delphi study design, which is a 
variant of the commonly used ranking-type Delphi study [23,56]. Based 
on the work of Schmidt [57], the study included three stages: brain-
storming, narrowing down, and rating [23,57]. The brainstorming phase 
established an initial list of data governance considerations for process 
data (round 1), which was presented to the panel again for validation 
(round 2). In the narrowing down phase (round 3), panel members were 
asked to select the considerations that they deemed relevant, to reduce 
the list to a manageable size for the rating phase [23]. In the rating phase 
(rounds 4–6), panel members were asked to rate all considerations by 
assigning each to one of the predefined relevance categories. Hence, 
while the third stage of a rating-type Delphi requires rating all consid-
erations, a raking-type Delphi study would have required experts to rank 
all considerations (i.e., assign all of them to ordered ranks). Given the 
multifaceted character of data governance, we anticipated receiving a 
substantial number of considerations. Because ranking is possible for 
only a limited number of items given the cognitive load on the experts, 
rating was considered a more suitable approach than ranking [53,55]. 

Second, to ensure a common understanding of data governance, we 
provided the expert panel with the ten functional areas for data gover-
nance from DAMA as background information [31]. A definition 
(adopted from DAMA) was provided for each of the dimensions. It 
should be stressed that the DAMA dimensions were provided merely as 
background information. To keep an open view, we purposefully 
refrained from constraining the collection of data governance consid-
erations around the DAMA dimensions during the first round by not 
mandating that the expert panel stick to them. The question in the first 
round was very open, as the experts were requested to identify data 
governance considerations that they perceived as “either specific to 
process data or have a specific interpretation for process data, impacting 
the value that an organisation can draw from process mining.” The ex-
perts were not asked to provide the considerations according to different 
DAMA dimensions. Providing the DAMA dimensions as background 
information is in accordance with Paŕe et al. [23]. Kobus and Westner 
[58] stressed the significance of providing clear instructions to the ex-
perts, which to us implies that the meaning of key terminology, such as 
data governance, is clear to the experts. 

Third, based on the input of the first round, the data governance 
dimensions of DAMA were deemed useful for categorising the data 
governance considerations for process mining. This enabled us to pre-
sent the intermediate results to the expert panel in an organised manner. 
We were not restricted by the DAMA dimensions, however; for consid-
erations that did not fit into any of the dimensions proposed by DAMA, 
new dimensions could be created based on input provided by the 
experts. 

Fourth, we invited experts from both academia and industry to 
ensure that we captured the diversity of the field [23]. We also recruited 
process mining and data governance experts from different countries 
[52]. We defined formal requirements for recruiting experts [56]; aca-
demics had to have a PhD and at least 3 years of relevant academic 

experience. They also had to have been involved in real-life projects 
related to process mining during their academic experience. Practi-
tioners had to have at least 3 years of work experience in the field of 
process mining. 

Finally, we collected qualitative and quantitative feedback to 
determine the quality and convergence of the results of the study. We 
measured the respondents’ satisfaction with the overall study as well as 
with the coding of responses. This quantitative feedback is a well- 
established feature of Delphi studies [52,55]. To this end, a 7-point 
Likert scale was used: 1, extremely dissatisfied; 2, moderately dissatis-
fied; 3, slightly dissatisfied; 4, neither dissatisfied nor satisfied; 5, 
slightly satisfied; 6, moderately satisfied; and 7, extremely satisfied. 
These measures were used to assess the convergence of results. In 
addition, we also requested qualitative feedback regarding the coding 
performed and the study as a whole. Overall, we aimed for a high 
satisfaction score (mean >5.5 and standard deviation close to 1) and 
positive qualitative feedback [23]. Analysis of the satisfaction score also 
enabled us to check for selection bias, that is, to verify whether an 
improvement in satisfaction scores occurred because experts were more 
satisfied and not because dissatisfied respondents dropped out of the 
study [59]. 

3.3. Preparation activities 

To ensure an appropriate level of expertise within the expert panel, 
we used the selection criteria defined in Section 3.2. A Delphi study 
involves multiple iterations and thus requires a high level of commit-
ment from the respondents, which is why we decided to approach ex-
perts from our academic and professional networks. We first identified 
58 candidates for the expert panel, including 29 practitioners and 29 
academics. Of these candidates, 55 (28 practitioners and 27 academics) 
met our selection criteria. We contacted these 55 candidates and 
allowed them to nominate other candidates they deemed suitable for 
this study. Twenty-six candidates agreed to participate in the study; 
however, 5 of these 26 candidates did not participate in round 1, 
dropping the number of initial respondents to 21. 

The panel was well balanced in terms of academics (11 out of 21 
respondents) and practitioners (10 out of 21 respondents). The panel 
members had experience with both process mining and data gover-
nance. We had panel members from ten countries. Further investigation 
of the collected background information revealed that our panel mem-
bers were balanced in terms of expertise in technical and business areas, 
as evidenced by their PhD discipline and job position. The experts had 
used process mining in a wide range of sectors, including healthcare, 
retail, manufacturing, education, and others. Details are provided in 
Appendix A, Table A.4. 

To ensure the clarity of the first round questionnaire, we conducted a 
pilot test in accordance with the established quality criteria for Delphi 
studies [55,60]. The pilot aimed to ensure that the questionnaire was 
understandable, the wording was unambiguous, and an appropriate 
introduction to the topic areas being investigated was provided to the 
participants [60]. The questionnaire included the goal of the study, 
some background on process mining and data governance, and an 
introduction to the dimensions of data governance by DAMA [3]. We 
distributed the questionnaire to four PhD students in the IS field and 
asked them to complete it. All four students provided their input. We 
also held a follow-up meeting to discuss any issues the students faced 
while completing the questionnaire. The added value of the background 
information on data governance was stressed, to establish an under-
standing of this rather abstract concept. Based on feedback from the four 
students, we made some minor changes to the design of the question-
naire to further enhance its understandability. 

Furthermore, we established a set of coding guidelines (in accor-
dance with Saldaña [61]) for coding expert responses before starting the 
study. We used a hybrid coding approach [62] that combines both 
inductive and deductive coding. Inductive coding is a data analysis 
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process in which a researcher interprets data to develop concepts [63, 
64], whereas a deductive coding data analysis process uses an a priori 
template of codes to analyse data [62]. Because we used the DAMA di-
mensions to make sense of the collected input but were open to new 
dimensions, the hybrid coding approach was suitable for this study. 

Coding proceeded in multiple iterations. In iteration 1, all the re-
sponses were coded as a theme. In iteration 2, all similar themes were 
grouped together into categories. In iteration 3, categories along with 
their themes were allocated to a dimension of DAMA if the match was 
considered suitable. If not, a new dimension was created to contain the 
category and the themes. 

3.4. Delphi study procedure and key figures 

Our Delphi study consisted of six rounds and lasted for five months. 
In each round, the experts had between two and four weeks to complete 
an online questionnaire. Furthermore, the experts received an option to 
provide qualitative feedback on the coding and how the study was 
progressing. In accordance with the quality criteria for a Delphi study 
[23,60], the questionnaire consisted of detailed instructions, an over-
view of responses from the previous rounds (from round 2 onward), and 
changes to the results from the previous round. Table 2 provides an 
overview of the number of participants, the number of included data 
governance considerations, and satisfaction scores for each round of the 
Delphi study. The remainder of this subsection briefly outlines each 
round of this study and provides key information on the operationali-
sation of these rounds. Section 4 provides an overview of the key find-
ings of the study, i.e., the data governance considerations. Further 
details are provided in Appendix B. 

In the brainstorming phase, we first collected an initial list of data 
governance considerations for process data (round 1). The responses 
were consolidated by the research team into 36 data governance con-
siderations, which were categorised in 11 dimensions: the 10 DAMA 
dimensions and “Supporting organisational policies”). In the next round 
(round 2), the experts were asked to validate the data governance con-
siderations from round 1, and encouraged to change, add to, or reassign 
the considerations. 

This process resulted in an increase in the number of considerations 
from 36 to 50. These 50 considerations were the input for the narrowing 
down phase (round 3), which aimed to reduce the number of consid-
erations to a manageable number for the rating phase [23]. To this end, 
experts were asked to select the consideration(s) they found relevant. 
We applied a straightforward majority rule, according to which only 
considerations supported by at least 50 % of the experts were retained. 
This resulted in a reduction of the number of data governance 

considerations from 50 to 38. 
In the next three rounds, which constituted the rating phase (rounds 

4–6), the experts rated the shortlisted considerations according to their 
comparative relevance. For this, the experts could select either “irrele-
vant,” “slightly relevant,” “moderately relevant,” “relevant,” or 
“strongly relevant.” 

The number of active panel members ranged between 17 (round 6) 
and 21 (round 1). The dropout rate was 19 %, within the normal range 
considering the degree of commitment required of experts in a Delphi 
study [65]. The dropout rate also can be attributed to our strict policy of 
not inviting participants for the next round if they failed to answer the 
questionnaire in the pervious round. We did this because we wanted the 
participants to be aware of all the communication occurring during the 
study as well as the outcomes of the previous round. Nonetheless, 
despite the dropouts, our final panel size was within the recommended 
range of sample size for a Delphi study [23,56,66]. 

Two measures of satisfaction can be distinguished: coding satisfac-
tion and overall study satisfaction. The satisfaction with coding was 
calculated using the input to the question “How satisfied are you with 
the coding after the first/second round?’ ,1 which was also asked at the 
end of rounds 2, 3 and 4. The mean score of satisfaction with coding 
among panel members was high and increased over the rounds (from 
5.62 out of 7 in round 2 to 6.17 in round 4). Moreover, the associated 
standard deviation decreased over the rounds. The overall satisfaction 
score for the study in turn was calculated using the input to the question 
“How satisfied are you with the study?,” which was asked at the end of 
each round from round 2 onward. In each round, the mean and standard 
deviation for the satisfaction scores were calculated. The mean satis-
faction score was close to 6 (out of 7) since the start of the study, and the 
associated standard deviation was around 1, which is what we hoped to 
achieve in this study. The slight drop in the overall study satisfaction in 
rounds 5 and 6 can be attributed to a limited number of experts who 
rated their satisfaction as one category lower. This might be attributed to 
a certain level of expert fatigue toward the end of the study [51], 
especially given that the rating distributions were fairly stable over the 
rating rounds. To rule out the risk that satisfaction scores were to some 
extent artificially inflated by dissatisfied experts leaving the study, we 
examined the satisfaction scores of experts in the round before they 
dropped out. Besides one moderately dissatisfied expert who left the 
panel after the second round, the other three experts who dropped out 
provided satisfaction scores of at least 5 out of 7 in terms of both coding 
and the overall study immediately before leaving the study. Overall, the 
high satisfaction values indicate that we reached a convergence after 
round 6 of the study. 

4. Results 

Table 3 presents the key results of the Delphi study, that is, the final 
data governance considerations resulting from the study. As discussed 
previously, the data governance considerations were grouped according 
to the DAMA dimensions proposed in Mosley et al. [3]. The grey high-
lighted rows in the table represent the data governance dimensions 
proposed by DAMA. All the dimensions proposed by DAMA are included 
in the results, as they were all deemed relevant for process data gover-
nance by the experts. Moreover, we have derived a new dimension, 
“supporting organisational policies and programs,” from our analysis of the 
results. This new dimension refers to organisational policies and pro-
grams that support data governance efforts related to process data. 

Table 2 
Overview of the Delphi study procedure and statistics.  

Phase Brainstorming Narrowing 
down 

Rating 

Round 1 2 3 4 5 6 

Active panelists 21 21 20 18 17 17 
Academics 10 10 9 7 7 7 
Practitioners 11 11 11 11 10 10 
Data governance 

considerationsa 
36 50 38 38 38 38 

Satisfaction - Overall 
studyb       

Mean – 5.90 5.95 6.11 5.94 5.76 
Standard deviation – 1.14 0.94 0.90 1.14 1.15 
Satisfaction - Codingc       
Mean – 5.62 5.65 6.17 – – 
Standard deviation – 1.13 1.18 0.86 – – 

aAfter coding or voting. 
bLikert scale from 1 to 7 (not assessed before Round 2). 
cLikert scale from 1 to 7 (only assessed from Round 2 until Round 4, reflects the 
satisfaction with the coding results of the previous rounds). 

1 The formulation with "first” was used in round 2 and with “second” used in 
round 3. In round 4, the question to assess coding satisfaction was “How 
satisfied are you with the final list of considerations?” 
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Table 3 
Final list of data governance considerations for process data.  

Dimension/ Consideration Definition R6 Rating Distribution R6 
Median 

R6 
Mode   

IRR SLR MR R STR  

Data Architecture 
Process-centric data architecture 

(C.1) 
There is a need for a well-documented data architecture that is 
process focused, considering process mining from the start rather 
than an afterthought. 

0.00 
% 

0.00 % 35.29 
% 

11.76 
% 

52.94 
% 

STR STR 

Data Modeling and Design 
Modeling process mining 

requirements while designing the 
data model (C.2) 

There is a need for the data model to capture all fields required 
for process mining in a format that enables the flexible use of 
process mining tools. 

0.00 
% 

0.00 % 5.88 % 76.47 
% 

17.65 
% 

R R 

Identify and implement appropriate 
integrity constraints for Process 
data (C.3) 

There is a need for the data model to comprise the necessary 
integrity constraints to collect appropriate process data. 

0.00 
% 

5.88 % 23.53 
% 

58.82 
% 

11.76 
% 

R R 

Proper understanding of the data 
model (C.4) 

There is a need for an in-depth and up-to-date understanding of 
the data model in order to build an event log. 

0.00 
% 

5.88 % 17.65 
% 

23.53 
% 

52.94 
% 

STR STR 

Support multiple level of 
abstractions (C.5) 

There is a need for the data model to support multiple levels of 
abstractions for process data. 

0.00 
% 

0.00 % 11.76 
% 

82.35 
% 

5.88 % R R 

Data Storage and Operations 
Data storage guidelines (C.6) There is a need to maintain data storage guidelines providing 

information on what process data to retain and for how long, also 
considering its implications at the level of information systems. 

0.00 
% 

5.88 % 23.53 
% 

58.82 
% 

11.76 
% 

R R 

Widely Adopted cross-organisational 
event log storage standard (C.7) 

There is a need for a widely adopted cross-organisational event 
log storage standard that enables unified data and metadata 
storage, as well as facilitated data sharing. 

0.00 
% 

11.76 
% 

11.76 
% 

76.47 
% 

0.00 % R R 

Data Security 
Privacy preservation versus analysis 

preservation (C.8) 
There is a need to weigh the implementation of privacy- 
preserving techniques for human process participants against 
their impact on the process mining potential. 

0.00 
% 

5.88 % 23.53 
% 

47.06 
% 

23.53 
% 

R R 

Privacy preservation of 
organisation’s sensitive data in a 
cross-organisational context (C.9) 

There is a need to ensure the privacy of an organisation’s 
sensitive data when performing process mining in a cross- 
organisational context. 

0.00 
% 

5.88 % 11.76 
% 

35.29 
% 

47.06 
% 

R STR 

Store process data in a secure 
environment (C.10) 

There is a need to store process data in a physically safe 
environment with appropriate cybersecurity controls. 

0.00 
% 

0.00 % 11.76 
% 

35.29 
% 

52.94 
% 

STR STR 

Data integration and interoperability 
Cross-system data integration (C.11) There is a need to integrate data from more than one system or 

database to create proper event logs, which may require data 
conversion, mapping, and use of knowledge graph methods. 

0.00 
% 
17 

0.00 % 0.00 % 76.47 
% 

23.53 
% 

R R  

Dimension/ Consideration Definition R6 Rating Distribution R6 
Median 

R6 
Mode   

IRR SLR MR R STR  

Collection of end-to-end process data 
(C.12) 

There is a need to collect data for the end-to- end process 
instead of considering a fragment of the process. 

0.00 
% 

0.00 % 41.18 
% 

17.65 
% 

41.18 
% 

R MR, 
STR 

Event log construction guidelines and 
methods (C.13) 

There is a need for guidelines and methods regarding event log 
construction, covering both technical (e.g., the extraction of 
process data) and nontechnical (e.g., the involvement of both 
data and process experts) aspects. 

0.00 
% 

0.00 % 23.53 
% 

52.94 
% 

23.53 
% 

R R 

Event log transformation guidelines 
and methods (C.14) 

There is a need for guidelines and methods supporting 
repeatable event log transformation to contribute to the 
transparency and explainability of process mining analyses. 

0.00 
% 

0.00 % 41.18 
% 

23.53 
% 

35.29 
% 

R MR 

Process data interoperability between 
organisational entities (C.15) 

There is a need to ensure process data interoperability between 
departments or partnering organisations to conduct process 
mining within that scope. 

0.00 
% 

0.00 % 47.06 
% 

52.94 
% 

0.00 % R R 

Documents and Content 
Store a rich set of process-, user-, and 

domain-related artefacts in a 
process repository (C.16) 

There is a need to leverage process data to support the storage 
of a rich set of process-, user-, and domain-related artefacts 
such as process documentation, process models, user profiles, 
and ontologies in a process repository. 

0.00 
% 

11.76 
% 

70.59 
% 

17.65 
% 

0.00 % MR MR 

Reference and Master Data 
Master data specification (C.17) There is a need to identify and implement appropriate methods 

to specify master data for processes. 
0.00 
% 

5.88 % 5.88 % 82.35 
% 

5.88 % R R 

Up-to-date master and reference data 
(C.18) 

There is a need to ensure that the master and reference data is 
up-to-date at all times. 

0.00 
% 

5.88 % 0.00 % 41.18 
% 

52.94 
% 

STR STR 

Identify critical process data (C.19) There is a need to identify critical master and reference data (e. 
g., set of activities, events, or values of attributes) to get 
maximal value from process data governance efforts. 

0.00 
% 

5.88 % 11.76 
% 

58.82 
% 

23.53 
% 

R R 

Data Warehousing and Business Intelligence 
Data warehouse for process mining 

(C.20) 
There is a need to maintain a data warehouse for process 
mining, potentially integrated in a data lake, ensuring that 
process data from various systems is available in a schema that 
facilitates usage of process mining tools. 

0.00 
% 

0.00 % 41.18 
% 

23.53 
% 

35.29 
% 

MR R 

Availability of real-time process data 
(C.21) 

There is a need to ensure the availability of real-time process 
data to support decision making. 

0.00 
% 

17.65 
% 

52.94 
% 

23.53 
% 

5.88 % MR MR  

(continued on next page) 
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Each row in Table 3 lists a data governance consideration, its defi-
nition, its rating distribution2 after round 6, its median rating for round 
6, and its mode rating for round 6. To illustrate the interpretation of the 
table, the first row consists of the data governance consideration for the 
dimension data architecture, designated process-centric data architecture. 
The definition is “there is a need for a well-documented data architec-
ture that is process-focused, considering process mining from the start 

rather than an afterthought.” The next five columns show that none of 
the respondents found the consideration irrelevant or slightly relevant, 
35.29 % of respondents found the consideration moderately relevant, 
11.76 % of respondents found the consideration relevant, and the ma-
jority of the respondents (52.94 %) found the consideration strongly 
relevant. Both the median rating and mode rating for this consideration 
in round 6 were strongly relevant. 

Table 3 clearly shows that, apart from six considerations, “relevant” 
or “strongly relevant” was chosen by most the experts for all other 
considerations. For the other six considerations, “moderately relevant” 
was chosen most frequently. None of the considerations was consider 
“irrelevant” or “slightly relevant,” demonstrating the significance of 

Table 3 (continued ) 

Dimension/ Consideration Definition R6 Rating Distribution R6 
Median 

R6 
Mode   

IRR SLR MR R STR  

Dimension/ Consideration Definition R6 Rating Distribution R6 
Median 

R6 
Mode   

IRR SLR MR R STR  

Build support for process mining 
(C.22) 

There is a need to make dashboards and other (preferably multi- 
purpose) tools available to build organisational support for 
collecting, storing, and analysing process data. 

0.00 
% 

0.00 
% 

5.88 % 76.47 
% 

17.65 
% 

R R 

Make insights from process data 
insights broadly available in the 
organisation (C.23) 

There is a need to make understandable and reliable process data 
insights available to knowledge workers and decision makers to 
enable monitoring and analysis of processes as well as for decision 
making. 

0.00 
% 

0.00 
% 

5.88 % 23.53 
% 

70.59 
% 

STR STR 

Maintain a repository of process 
mining artefacts (C.24) 

There is a need to maintain a repository of process mining 
artefacts, which can be leveraged in future analyses. 

0.00 
% 

5.88 
% 

5.88 % 82.35 
% 

5.88 % R R 

Meta-data 
Repository of process-related meta- 

data (C.25) 
There is a need to establish and maintain a complete, up-to-date, 
and easily accessible repository of process-related meta-data, 
which provides detailed information regarding the meaning of 
process data (e.g., a glossary providing the interpretation of all 
attributes and their values). 

0.00 
% 

5.88 
% 

11.76 
% 

52.94 
% 

29.41 
% 

R R 

Document the mapping between 
real-life process concepts and data 
recording (C.26) 

There is a need for careful documentation and a perfect 
understanding of all domain expertise regarding how real-life 
process concepts such as tasks are captured as process data. 

0.00 
% 

5.88 
% 

5.88 % 64.71 
% 

23.53 
% 

R R 

Document process data provenance 
(C.27) 

There is a need to carefully document data provenance to make the 
source and transformation of process data fully traceable. 

0.00 
% 

5.88 
% 

23.53 
% 

41.18 
% 

29.41 
% 

R R 

Document internal controls related 
to process data (C.28) 

There is a need to carefully document the internal controls that are 
in place related to process data. 

0.00 
% 

5.88 
% 

17.65 
% 

70.59 
% 

5.88 % R R 

Data Quality 
Awareness of specific data quality 

issues for process data (C.29) 
There is a need for awareness for data quality issues that are 
specific to process data to allow the use of reliable and 
unambiguous data. 

0.00 
% 

0.00 
% 

0.00 % 70.59 
% 

29.41 
% 

R R 

Data quality assessment guidelines 
and rules for process data (C.30) 

There is a need to maintain and document guidelines and rules 
regarding the assessment of data quality issues in process data, 
taking into account the use case at hand. 

0.00 
% 

0.00 
% 

5.88 % 58.82 
% 

11.76 
% 

R R 

Assure the quality of process data 
transformations C.31) 

There is a need to assure the quality of process data 
transformations, given their great impact on process mining 
outcomes. 

0.00 
% 

0.00 
% 

0.00 % 58.82 
% 

41.18 
% 

R R  

Dimension/ Consideration Definition R6 Rating Distribution R6 
Median 

R6 
Mode   

IRR SLR MR R STR  

Build trust in the truthfulness of 
process data (C.32) 

There is a need to build trust in the truthfulness of process data to 
gain the confidence of business users in process mining results. 

0.00 
% 

0.00 % 11.76 
% 

58.82 
% 

29.41 
% 

R R 

Supporting Organisational Policies and Programs 
Ensure consistency of process data 

governing policies and programs 
(C.33) 

There is a need to ensure the consistency of process data 
governance policies and programs across the different data 
governance dimensions due to their close interconnection. 

0.00 
% 

5.88 % 17.65 
% 

41.18 
% 

35.29 
% 

R R 

Training and communication 
programs for human resources 
(C.34) 

There is a need to develop training and communication programs 
for human resources to correctly use systems, enabling the 
collection of reliable process data. 

0.00 
% 

11.76 
% 

11.76 
% 

70.59 
% 

5.88 % R R 

Identify process- related 
information needs (C.35) 

There is a need to identify the information needed to make 
business decisions regarding processes and align process data 
governance efforts with it. 

0.00 
% 

5.88 % 5.88 % 17.65 
% 

70.59 
% 

STR STR 

Process data and metadata 
ownership (C.36) 

There is a need to assign dedicated responsibilities within the 
organisation regarding process data and meta-data. 

0.00 
% 

5.88 % 17.65 
% 

58.82 
% 

17.65 
% 

R R 

Explicitly link strategic priorities 
to process data (C.37) 

There is a need to explicitly link the organization’s strategic 
priorities to the process data that can be leveraged to support 
achieving them. 

0.00 
% 

0.00 % 35.29 
% 

58.82 
% 

5.88 % R R 

Centre of excellence for process 
data analysis (C.38) 

There is a need to facilitate the development of a center of 
excellence on process data analysis within the organisation. 

0.00 
% 

23.53 
% 

58.82 
% 

5.88 % 11.76 
% 

MR MR  

2 Please note that IRR stands for Irrelevant, SLR stands for Slightly Relevant, 
MR stands for Moderately Relevant, R stands for Relevant, and STR stands for 
Strongly Relevant in Table 3. 
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each data governance consideration for process mining. 

5. Discussion 

This section elaborates on our findings. After a general discussion in 
Section 5.1, the implications of our study are outlined in Section 5.2. The 
section ends with an overview of the key limitations in Section 5.3. 

5.1. General discussion 

Process mining offers huge potential to support organisations in 
improving their processes [12,55]. Process data is the key input for all 
process mining techniques and needs to be governed as a strategic asset 
to reach the full potential of process mining for industry and society. 
Given the specific characteristics of process data, dedicated research has 
been conducted on specific topics, such as process data quality (e.g., 
Martin [17]; Supriadi et al. (2017)). Although such targeted research 
efforts are highly valuable and underscore the importance of giving 
specific attention to process data, a more holistic understanding of data 
governance for process data is lacking in the knowledge base. By iden-
tifying data governance considerations for process data, this paper 
contributes to such an understanding. The considerations are identified 
via a Delphi study in which an international panel of experts shared their 
views following a structured procedure, consisting of multiple rounds. 

The key contribution of our study is a structured list of 38 data 
governance considerations for process data considered relevant by the 
expert panel. These considerations cover a wide variety of data gover-
nance topics and highlight the need to take a process data view of these 
matters when organisations want to leverage the full potential of process 
data to improve their processes. They support the need to treat process 
data as first-class citizens, an idea that previously advanced as a guiding 
principle for the practical use of process mining in the influential Process 
Mining Manifesto published in 2011 [67]. To this end, organisations 
should establish a consistent set of process data governance policies and 
programs (C.33) and delineate clear responsibilities for these matters 
within the organisation (C.36). 

Various considerations that emerged from the study stress the need 
to consider process mining from the design stage, rather than as an 
afterthought. This relates to the formulation of a process-centric data 
architecture (C.1), as well as the design of a data model. Such a data 
model, which should be properly understood in the organisation (C.4), 
needs to capture all required data fields (C.2) and integrity constraints 
(C.3) relevant to process mining. This is line with prior reports, such as 
Jans et al. [22], de Morillas et al. (2020) and Schuh et al. [68], which 
echo that process mining has its own data requirements, and that it is 
essential that appropriate data are captured to ensure that the results are 
of value. The data model should be flexible to support the extraction of 
event logs at multiple levels of abstraction (C.5). To determine the 
critical process data that needs to be captured, a clear delineation of the 
process-related master and reference data is needed (C.19), which 
should be kept up to date (C.18). With respect to the specification of 
master data, the panel also added that appropriate methods should be in 
place to support this specification within the organisation (C.17). 

Panel members also clearly communicated the need for guidelines 
outlining how to handle process data in a variety of data governance 
topics. This relates to data storage (C.6), event log construction (C.13), 
event log transformation (C.14), and data quality assessment (C.30). The 
need for guidance in event log construction and transformation cor-
roborates findings reported by Martin et al. [55], where complex data 
preparation emerged as a highly relevant challenge for the use of process 
mining in organisations. The need for support in data quality assessment 
[69], along with understanding the root causes behind process data 
quality issues [70], have been highlighted in prior research. When 
developing guidelines, it is important to consider the distinguishing 
characteristics of process data, such as the specific data quality issues 
that can prevail (C.29). In addition to the development of guidelines, 

staff members also need to be trained such that they can correctly use the 
organization’s systems to improve data registration at the source (C.34), 
the latter an ambition that has been echoed in the literature [17]. 

Another set of considerations focuses on facilitating the actual use of 
process data within the organisation. This has both organisational and 
technical angles. From an organisational angle, it is important to 
explicitly link the organization’s strategic priorities to the relevant 
process data (C.37), as well as to clearly identify the process-related 
information needs of the organisation (C.35). From a technical 
perspective, a dedicated data warehouse for process mining (C.20), as 
well as the need to have process data available in real time (C.21), were 
proposed by the panel. For example, Vogelgesang and Appel Rath [71] 
proposed the concept of Cube, a data warehouse–based approach for 
multidimensional process mining. Once insights have been generated 
from the available process data, these can be distributed within the 
organisation by embedding them in dashboards or other tools (C.22). 
The significance of dashboards for conveying process mining insights 
has been demonstrated by Ibanez-Sanchez et al. [72]), who developed 
such tools as Papp to present process indicators and combine 
process-based perspectives with key performance indicators. In any 
case, process mining insights should be shared as broadly as possible 
within the organisation (C.23). Process mining artefacts also can be 
stored in a repository to facilitate their reuse (C.24), and this repository 
can also be connected to a broader process repository that also contains, 
e.g., process documentation and process models (C.16). 

To move the use of process data forward, all relevant expertise on 
process data analysis within the organisation can be brought together in 
a center of excellence (C.38). The significance of a business process 
management center of excellence has been recognised in the literature 
[73,74]. Such a centre can provide guidance to organisations in building 
efficient processes that abide by industry standards. Interestingly, a 
centre of excellence is also proposed to maintain governance for process 
data in our Delphi study. A key premise to foster the use of process data 
is that business users have confidence in the truthfulness of the data 
(C.32), highlighting the need to be aware of specific data quality issues 
of process data (C.29), as well as to ensure the quality of the data 
transformation performed (C.31). The importance of data quality stated 
by the experts is in line with prior research in which researchers focused 
on identifying key data quality dimensions to consider when working 
with process data [17,75]. 

Although the preceding paragraphs have focused mainly on process 
data itself, the importance of the associated metadata also clearly 
emerges in the results. In particular, the expert panel highlighted the 
need to establish and maintain a repository of process-related metadata 
(C.25). Within this realm, the importance of documenting how real-life 
process concepts are captured in process data (C.26), and which internal 
controls are in place (C.28), also have been pointed out. Moreover, the 
provenance of process data must be carefully registered to ensure its 
traceability (C.27). When relating the latter to prior work, Goel et al. 
[43] stressed the significance of metadata and proposed maintaining 
annotations for transformation, provenance, and data quality purposes. 
The insights from our Delphi study convey additional details (e.g., 
process-related metadata, such as name of process, version, and more) 
that need to be maintained to use process data in an optimal manner. 

Our results also demonstrate that data governance considerations 
should move beyond the boundaries of a single organisational unit, 
which is typically needed to get a view of end-to-end processes (C.12), 
and even beyond organisational boundaries. This highlights the need to 
integrate data from different systems (C.11) to ensure the interopera-
bility of process data between departments and/or organisations (C.15) 
and to widely adopt a cross-organisational event log storage standard to 
facilitate data sharing (C.7). In a cross-organisational context, privacy 
preservation of sensitive data is an important consideration (C.9), even 
though the panel considers the trade-off between privacy preservation 
on the one hand and the process mining potential on the other hand as 
an important trade-off in general (C.8). The latter is mentioned as a 
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specific consideration under data security, along with the obvious need 
to store process data in a secure environment (C.10). This attention to 
privacy is in accordance with research on privacy-preserving process 
mining, such as Liu et al. [76] and Pika et al. [20]. 

When assessing the list of data governance considerations as a whole, 
it should be noted that it contains considerations that are relevant for 
process data but are applicable to other types of data as well. This is 
related to, for example, the need to store process data in a safe envi-
ronment (C.10) and to have process data available in real time (C.21). 
On the other hand, a wide variety of considerations specific to process 
data and process mining came to the fore. Examples include the need for 
event log construction guidelines and methods (C.13) and the mainte-
nance of a repository of process mining artefacts (C.24). Although we do 
not claim that these latter items cannot be transposed to other types of 
data, they will require explicit attention within a process data context. 

The 38 considerations conceptualised for data governance for pro-
cess mining augment the data governance framework presented by 

DAMA [3]. As discussed in Section 2, the DAMA framework comprises 
10 dimensions, but it does not present concrete subdimensions and 
metrics for each of the dimensions proposed as significant for data 
governance. Only high-level guidance in the form of different deliver-
ables for each of the dimensions is provided. For example, the key de-
liverables for the data security dimension in the DAMA framework are 
data security policies, data privacy and confidentiality standards, user 
profiles, passwords and memberships, data security permissions, data 
access views, document classifications, authentication and access his-
tory, and data security audits [3]. In our study, as a part of the security 
dimension, we observed the relevance of storing process data in a secure 
environment, ensuring that privacy of organisational data is maintained 
in a cross-organisational context and maintaining privacy of data during 
analysis. Although some considerations may overlap (e.g., storing pro-
cess data in a secure environment) with the DAMA deliverables, others 
are new within the context of process data. Taking the data quality 
dimension as another example, the DAMA deliverables are improved 

Fig. 1. Summary of the data governance considerations for process data.  
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data quality, data management and operational analysis, data profiles, 
data quality certification reports, and data quality service level agree-
ments [3]. 

Our study presents new data quality considerations for process data, 
including guidelines for assessing process data quality and ensuring 
quality of process data transformations. Therefore, while our study uses 
the dimensions of the DAMA framework as a lens to structure the data 
governance field, the considerations obtained and presented here 
emerged from considering the specific context of process data. These 
considerations can be used to devise subdimensions and metrics for 
governing process data. Moreover, a novel dimension, “supporting 
organisational policies and programs,” has been added to cover the broad 
input provided by the experts. The inclusion of this dimension reflects 
the experts’ view that organisations need to develop organisational 
policies and programs that support data governance efforts related to 
process data. For instance, the experts signaled the need to consider 
process data at the strategic level (C.37) and to explicitly identify 
process-related information needs (C.35). 

Along with providing an overview of data governance considerations 
for process data, this paper also provides insight into their comparative 
relevance. Fig. 1 provides a visual summary of our 38 considerations and 
also highlights the comparative relevance of each consideration with 
shading. Each shade represents the proportion of the panel that rated the 
consideration as “relevant” or “strongly relevant” in the last Delphi 
round. All considerations from Table 3 are included in Fig. 1. This also 
holds for considerations with a relatively low proportion of the panel 
rating them as “relevant” or “strongly relevant” (e.g., C.16 and C.38), as 
they are still considered relevant by a majority of the panel. If not 
considered relevant by a majority of the panel, these considerations 
would have been removed in the narrowing down phase (round 3 of the 
Delphi study) and thus would not have entered the rating phase (rounds 
4 to 6 of the Delphi study). 

From Fig. 1, it follows that most considerations are considered 
relevant or strongly relevant by a great majority of the panel, which 
confirms the need to explicitly consider process data in a wide spectrum 
of data governance aspects. Two items were even considered strongly 
relevant by more than two-thirds of the panel: identify process-related 
information needs (C.35) and make understandable and reliable insights 
from process data broadly available in the organisation (C.23). Both of these 
items have a strong focus on the end user, to ensure that the specific 
information needed to make business decisions is available and, once 
insights have been gathered, to ensure that end-users receive reliable 
analysis outcomes in an understandable way. 

5.2. Implications 

The insights provided in this paper have implications for the process 
mining domain from both an academic and practitioner viewpoints. In 
academia, the need for better understanding and improved support for 
data governance of process data is being increasingly recognised. For 
instance, process data governance recently emerged as one of the new 
capability areas in the broader BPM field in a Delphi study by Ker-
pedzhiev et al. [77], updating the original BPM capability framework of 
de Bruin and Rosemann [78]. Similarly, Martin et al. [55] reported 
several persistent challenges for the organisational use of process min-
ing, such as poor data quality and data access barriers. Martin et al. [55] 
noted that giving explicit consideration to process mining in organisa-
tional data governance policies could contribute to tackling these 
challenges. Until now, research contributions targeting data governance 
of process data have focused on very specific aspects and have tended 
toward a strong algorithmic emphasis. Moreover, contributions have 
been largely clustered on the topics of process data quality and process 
data privacy, which cover only a small part of the data governance 
spectrum. 

The development and further investigation of data governance as-
pects in the realm of process data have been recently proposed as 

directions for future research to ensure that high-quality data for solving 
business problems is always available [79]. However, there is currently 
a lack of understanding about what data governance for process data 
actually entails [16]. Such a conceptual foundation is needed to move 
forward and provide more comprehensive support for process data 
governance [80,81]. This paper marks a first step in establishing these 
conceptual foundations by providing an overview of data governance 
considerations for process data from various data governance di-
mensions, reflecting the views of both academics and practitioners, and 
specifying the key requirements for data governance in process mining. 
The significance of requirements in specific contexts has been high-
lighted as an important area of investigation in the information systems 
field [82], underscoring the relevance of this work. The considerations 
coincide with Type 1 theory according to Gregor [83] as it constitutes a 
starting point to further analyse and understand a novel research area. In 
this way, this paper significantly moves beyond the recent ImperoPD 
framework [16], which targets only the data quality dimension and is 
entirely literature-based. 

The broad list of considerations opens up a plethora of research 
opportunities. Although selected topics, such as data quality in process 
mining (e.g., Martin [17]; Suriadi et al. [18]) and privacy-preserving 
process mining (e.g., Elkoumy et al. [19]; Fahrenkrog-Petersen et al. 
[84]), already received some research attention, many other data 
governance topics remain unexplored from a research perspective. 
Specific research challenges relate, for instance, to the development of 
dedicated methods to support the creation of a process-centric data ar-
chitecture (C.1), determine critical process data (C.19), and identify 
process-related information needs (C.35). 

From a practitioner’s perspective, this paper clearly highlights the 
critical importance of considering process data in data governance 
strategies and policies. Moreover, the list of considerations can provide 
valuable guidance on how to transform process data into a strategic asset 
to derive the maximum benefit from the potential of process mining. In 
particular, the considerations could serve as an initial checklist to avoid 
overlooking key areas of attention. These considerations also can 
contribute to the design of information systems at an organisational 
level such that reliable process data is collected. Furthermore, this paper 
can provide the basis for future research focused on developing a 
structured roadmap for practitioners to work toward systematic process 
data governance. 

5.3. Limitations 

The results of this work need to be considered against the study’s 
limitations. These limitations are linked to the nature of Delphi studies 
and the design choices made. First, the results are based on the per-
spectives of a limited number of experts, which is typical of Delphi 
studies [56]. Thus, we cannot formally exclude any form of bias in the 
results and cannot claim generalisability of the results. Nonetheless, the 
experts were carefully selected using well-defined selection criteria to 
ensure their expertise. Furthermore, we received positive feedback 
regarding the coding performed in the study as well as regarding the 
study itself, which supports our confidence in the results. 

Second, although the ratings provide preliminary insight into the 
comparative relevance of data governance considerations for process 
data, our study does not shed light on the reasoning behind the assigned 
ratings. This is consistent with the exploratory character of Delphi 
studies [55]. Understanding the rationale behind the ratings would also 
require experts to give an explicit reason for each rating in the different 
rating rounds, which was deemed infeasible given the substantial 
commitment that was already expected from them. 

Finally, the DAMA dimensions were provided to the panel as back-
ground information in the first round, which might have constrained the 
experts from providing their first input for the study. Nonetheless, the 
main reason for providing the DAMA dimensions at the start was to 
develop a shared understanding of data governance and thereby 
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stimulate broad thinking. It constituted only background information, 
which was followed by an open question in which experts were asked to 
suggest data governance considerations for process data based on their 
own experience and understanding. The dimensions were not included 
in the questions of the first round. According to Paŕe et al. [23], brain-
storming is unstructured and asks respondents to respond to one or more 
broad questions. In our first round, a single broad question was asked, as 
experts were requested to list data governance considerations they 
perceived as “either specific to process data or have a specific inter-
pretation for process data, impacting the value that an organisation can 
draw from process mining.” Because experts were not asked to provide 
input according to the DAMA dimensions, we strongly believe that 
providing them was not restrictive. This is also demonstrated by the fact 
that an additional dimension was added when coding the input from the 
first round, indicating that experts reflected even more broadly than the 
DAMA dimensions. Furthermore, qualitative feedback was received 
from participants indicating that DAMA dimensions helped the partici-
pants better understand what the concept of data governance entails. 

6. Conclusion 

Data is being increasingly considered a strategic asset by organisa-
tions, which in turn is increasing the significance of data governance. 
Despite the importance of data governance, it remains an under-
researched area. Process data retrieved from information systems reflect 
the execution of organisational processes, which can be used to uncover 
the behaviour and performance of business operations in an organisa-
tion. The reliability of process data is critical for strategic decision 
making. Previous research took a process data perspective on specific 
data governance dimensions, such as data quality, privacy and event log 
construction; however, a holistic set of data governance considerations 
for process data was not identified. We address this gap by presenting a 
data governance framework for process data with 38 key considerations 
for 11 distinct dimensions. This framework is based on the outcomes of a 
Delphi study with a panel of experts from academia and industry with 
expertise in process mining and data governance. 

To the best of our knowledge, this is the first framework that pro-
vides data governance considerations for process data, which concurs 
with type 1 theory according to Gregor [83]. The framework provides a 
solid foundation for academics and practitioners and an entry point for 
understanding the key considerations governing process data. It can be 
used to guide practitioners in developing a corporate-wide program for 
process data governance. The framework also provides various avenues 
for future research. Future research can apply this framework and 
validate the dimensions and considerations by studying a range of 
real-life process mining projects. Furthermore, the framework can be 
used to develop a methodology for implementing process data gover-
nance. The framework can also provide a starting point for building a 
process data governance maturity model. Finally, the framework iden-
tifies various areas that require attention and research to support or-
ganisations in turning process data into a strategic asset. 
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Appendix A. Demographic information about the Delphi panel 

This section provides a demographic overview of the experts involved in this study. 
Table A.4 

Table A.4 
Demographic overview of experts.  

Academics 11 Practitioners 10 

Country of main activity 
Australia 2 Australia 3 
Austria 1 Austria – 
Belgium 1 Belgium – 
Brazil 1 Brazil – 
Germany 2 Germany 1 
Israel 1 Israel – 
Netherlands 1 Netherlands 5 
South Korea 1 South Korea – 
Japan – Japan 1 
Years of process mining experience 
< 5 1 < 5 5 
5–10 5 5–10 1 
> 10 5 > 10 4 
Years of data governance experience 
< 5 8 < 5 7 
5–10 2 5–10 1 
> 10 1 > 10 2 
Years with PhD Years of work experience 
< 5 1 < 5 2 

(continued on next page) 
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Table A.4 (continued ) 

Academics 11 Practitioners 10 

5–10 1 5–10 2 
> 5 9 > 10 6  

PhD discipline Job position   

Accounting Information Systems Process Mining Champion   
Business Informatics Data Governance Manager   
Computer and Systems Engineering Data Scientist   
Computer Science Director   
Industrial Engineering Entreprenur   
Information Systems Engineering Process Mining Consultant   
Information Technology Process-Aware Data Scientist   
Process Mining —   
Social and Economic Sciences —    

Appendix B. Delphi study procedure 

Round 1: Brainstorming of Data Governance Considerations 
In round 1, conducted between August 23, 2021, and September 16, 2021, we provided the experts with the motivation for this study along with 

the design choices that we made. Moreover, we provided the experts background information on process mining and data governance. For data 
governance, we provided the definition of each of the dimensions of data governance proposed by DAMA [3]. We also requested consent from the 
participants to take part in the survey in accordance with the ethics agreement. We asked 26 participants to provide at least five data governance 
considerations for process mining. We also used the first questionnaire to obtain background information about the experts, such as their country of 
residence, areas of work, experience with process mining, and areas where process mining had been applied. We received 21 responses and a total of 
106 data governance considerations. These 106 data governance considerations were subject to hybrid coding and consolidated into 36 consider-
ations. The considerations were grouped according to the DAMA dimensions as applicable. 

Round 2: Validation of data governance considerations 
In round 2, conducted between September 24, 2021, and October 11, 2021. In this round, we provided the experts with the consolidated con-

siderations along with their definitions and requested their feedback on our coding. We also asked for their input on any potential additions, deletions, 
or regrouping of consolidated considerations. Twenty-one experts participated in this round and provided their input. The experts received back-
ground information on the motivation for the study, process mining, and data governance. Based on their input, new considerations were added to 
dimensions, deleted from dimensions, and regrouped. This resulted in a total of 50 considerations along with the introduction of a new dimension of 
process data governance. In round 2, we also received initial coding and overall satisfaction ratings from the experts. We found a mean satisfaction 
score of 5.9 for the overall study and a mean satisfaction score of 5.62 for the second round. 

Round 3: Narrowing down of data governance considerations 
In round 3, conducted between October 16, 2021, and November 10, 2021, the objective was to narrow down the considerations to a manageable 

number. We invited all 21 participants who had provided input in round 2 to participate in round 3, of whom 20 responded. The questionnaire for this 
round, as before, included the motivation for the study and background information on process mining and data governance. We informed the experts 
that consolidation of their responses from round 2 resulted in a total of 50 considerations. We then asked the experts to select those considerations that 
they found relevant to construct a manageable set. We also advised them that considerations that did not receive adequate support would be removed 
from the study. After receiving the votes of the experts, only items deemed relevant by the majority of the panel (i.e., more than 50 % of the panel) 
were retained for the next round [23]. Application of this rule resulted in 38 considerations at the end of round 3. Furthermore, we obtained a mean 
satisfaction score of 5.95 for the overall study and a mean satisfaction score of 5.65 for the coding we did in the third round. 

Round 4: Rating of data governance considerations 
For round 4, conducted between November 15, 2021, and November 28, 2021, all 20 participants were invited and were asked to rate the data 

governance considerations to provide an overview of their comparative relevance. As in previous rounds, the questionnaire for this round included 
motivation for the study, background information on process mining and data governance, as well as information on this round. We provided data 
governance considerations and definitions and requested the experts to rate them on a 5-point Likert scale with the following options: “irrelevant,” 
“slightly relevant,” “moderately relevant,” “relevant,” and “strongly relevant.” We included the irrelevant option to give experts a chance to still rate a 
consideration as “irrelevant” in case their opinion from the previous round was not taken into account. We also informed them that we would not be 
providing the number of votes from the previous round, to avoid bias in this and the subsequent rounds of the study. We received 18 responses out of 
20 in this round. Interestingly, none of the considerations was rated “irrelevant” at the end of round 4. We found a mean satisfaction score of 6.11 for 
the overall study and a mean satisfaction score of 6.17 for the fourth round. 

Round 5: Rating of data governance considerations 
In round 5, conducted between November 30, 2021, and December 14, 2021, all 18 participants were invited. In this round, the experts were asked 

to rate the considerations again as in the previous round; however, in this round they were provided with the aggregate distribution of votes for each 
consideration from the previous round. We provided this distribution to give the experts an overview of how other experts rated the various con-
siderations and also provide an opportunity to change the rating of their relevance. We received 17 responses at the end of this round and did not 
notice any drop in data governance considerations, with a mean satisfaction score of 5.94 for the overall study in this round. 

Round 6: Rating of data governance considerations 
Round 6, the last round, was conducted between December 15, 2021, and January 24, 2022. This round took longer than usual because of the 

holiday period (i.e., Christmas and New Years Day) that it spanned. All 17 participants from round 6 took part in this round. At the end of this round, as 
in the previous round, we did not see any change in the number of data governance considerations. The mean satisfaction score for the overall study 
was 5.76. Because so little change in the final results was observed over rounds 4 to 6, we decided to terminate the study with the established 
termination condition [23]. The convergence of the results also reinforced our decision to terminate the study at that point. 
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Appendix C. Intermediate coding results for the Delphi study 

Appendix C.1. Round 1, 2, and 3 results 

In the results of rounds 1, 2, and 3, if a consideration was included in a particular round, then the value associated with that consideration in that 
round was “yes.” For example, process-centric data architecture was unanimously identified as a data governance consideration for process mining in 
all three rounds. 

Table C.5 

Table C.5 
Round 1, 2, and 3 results.  

Consideration Definition Round 
1 

Round 
2 

Round 
3 

Data Architecture 
Process-centric data architecture There is a need for a well- documented data architecture focused, considering process mining 

from the start rather than an afterthought. 
Yes Yes Yes 

Data Modeling and Design 
Modeling process mining requirements while 

designing the data model 
There is a need for the data model to capture all fields required for process mining in a format 
that enables the flexible use of process mining tools. 

Yes Yes Yes 

Identify and implement appropriate integrity 
constraints for process data 

There is a need for the data model to include the necessary integrity constraints to collect 
appropriate process data. 

Yes Yes Yes 

Proper understanding of the data model There is a need for in-depth and up-to-date understanding of the data model to build an event 
log. 

Yes Yes Yes 

Support for multiple levels of abstraction There is a need for the data model to support multiple levels of abstraction for process data. No Yes Yes 
Data Storage and Operations 
Availability of redo logs There is a need to maintain redo logs, which contain information on the historical states of 

data values. 
Yes Yes No 

Data storage guidelines There is a need to maintain data storage guidelines providing information on what process 
data to retain and for how long, also considering its implications at the level of information 
systems. 

Yes Yes Yes 

Widely adopted cross-organisational event log 
storage standard 

There is a need for a widely adopted cross-organisational event log storage standard that 
enables unified data and meta-data storage and also facilitates data sharing. 

Yes Yes Yes 

Data Security 
Privacy preservation versus analysis 

preservation 
There is a need to weigh the implementation of privacy- preserving techniques for human 
process participants against their impact on the process mining potential. 

Yes Yes Yes 

Privacy preservation of organisation’s sensitive 
data in a cross-organisational context 

There is a need to ensure the privacy of an organisation’s sensitive data when performing 
process mining in a cross-organisational context. 

Yes Yes Yes 

Privacy preservation of human process 
participants 

There is a need to implement mechanisms that safeguard the privacy of human process 
participants whose data is analysed. 

Yes No No 

Store process data in a secure environment There is a need to store process data in a physically safe environment with appropriate 
cybersecurity controls. 

Yes Yes Yes 

Data tampering policies There is a need to create and maintain data tampering policies to be able to track illegitimate 
changes and loss of process data. 

No Yes No 

Risk mitigation strategies There is a need to create and maintain risk mitigation strategies enabling handling of process 
data when exposed to risks (e.g., accidental loss of sensitive data or violation of privacy 
regulations). 

No Yes No 

Data integration and interoperability 
Customisable event log construction There is a need to support the customisable creation of event logs which include the relevant 

data attributes for a specific process mining analysis. 
Yes Yes No 

Cross-system data integration There is a need to integrate data from more than one system or database to create proper event 
logs, which may require data conversion, mapping, and use of knowledge graph methods. 
There is a need to collect 

Yes Yes Yes 

Collection of end-to-end process data data for the end-to-end process instead of considering a fragment of the process. Yes Yes Yes 
Event log construction guidelines and methods There is a need for guidelines and methods regarding event log construction, covering both 

technical (e.g., the extraction of process data) and non-technical (e.g., the involvement of both 
data and process experts) aspects. 

Yes Yes Yes 

Event log transformation guidelines and 
methods 

There is a need for guidelines and methods supporting repeatable event log transformation to 
contribute to the transparency and explainability of process mining analyses. 

Yes Yes Yes 

Permanent availability of usable process data There is a need for a permanent availability of cleansed and transformed process data. Yes Yes No 
Process data interoperability among 

organisational entities 
There is a need to ensure process data interoperability between departments or partnering 
organisations to conduct process mining within that scope. 

Yes Yes Yes 

Documents and Content 
Keep track of documents containing relevant 

process data external to the database 
There is a need to keep track of documents containing relevant process data external to the 
database in order to integrate it systematically with automatically recorded process data. 

Yes Yes No 

Ability to capture process data from documents There is a need for techniques and tools to capture relevant process data from (potentially 
paper-based) documents external to the database, often comprising unstructured text. 

No Yes No 

Store a rich set of process-, user-and domain- 
related artefacts in a process repository 

There is a need to use process data to store a rich set of process-, user-, and domain-related 
artefacts such as process documentation, process models, user profiles, and ontologies in a 
process repository. 

No Yes Yes 

Ability to capture data from multidimensional 
databases 

There is a need to capture data from modern multidimensional databases such as document 
databases. 

Yes No No 

Reference and Master Data 
Master data specification There is a need to identify and implement appropriate methods to specify master No Yes Yes 

(continued on next page) 
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Table C.5 (continued ) 

Consideration Definition Round 
1 

Round 
2 

Round 
3 

Reference data specification data for processes. There is a need to identify and implement appropriate methods to specify 
reference data (e.g., range of values for an attribute) for processes as well as to connect 
reference data to existing domain ontologies and knowledge bases. 

Yes Yes No 

Up-to-date master and reference data There is a need to ensure that the master and reference data is up-to-date at all times. No Yes Yes 
Identify critical process data There is a need to identify critical master and reference data (e.g., set of activities, events, or 

values of attributes) to get maximal value from process data governance efforts. 
Yes Yes Yes 

Data Warehousing and Business Intelligence 
Data warehouse for process mining There is a need to maintain a data warehouse for process mining, potentially integrated in a 

data lake, ensuring that process data from various systems is available in a schema that 
facilitates usage of process mining tools. 

Yes Yes Yes 

Availability of real-time process data Build 
support for 

There is a need to ensure the availability of real-time process data to support decision making. No Yes Yes 

process mining There is a need to make dashboards and other (preferably multipurpose) tools available to 
build organisational support for collecting, storing, and analysing process data. 

Yes Yes Yes 

Make insights from process data insights broadly 
available in the organisation 

There is a need to make understandable and reliable process data insights available to 
knowledge workers and decision makers to enable monitoring and analysis of processes as 
well as for decision making. 

Yes Yes Yes 

Maintain a repository of process mining artefacts There is a need to maintain a repository of process mining artefacts, which can be leveraged in 
future analyses. 

No Yes Yes 

Meta-data 
Repository of process-related meta-data There is a need to establish and maintain a complete, up-to-date, and easily accessible 

repository of process-related meta-data, which provides detailed information regarding the 
meaning of process data (e.g., a glossary providing the interpretation of all attributes and their 
values). 

Yes Yes Yes 

Document the mapping between real-life process 
concepts and data recording 

There is a need for careful documentation and a perfect understanding of all domain expertise 
regarding how real-life process concepts such as tasks are captured as process data. There is a 
need to carefully document data provenance to make the source and transformation of process 
data fully traceable. 

Yes Yes Yes 

Document process data provenance There is a need to carefully document the internal controls that are in place related to process 
data. 

No Yes Yes 

Document internal controls related to process 
data  

No Yes Yes 

Data Quality 
Verify process Data integrity automatically There is a need to implement mechanisms that automatically verify integrity constraints 

related to process data. 
Yes Yes No 

Awareness of specific data quality issues for 
process data 

There is a need for awareness for data quality issues that are specific to process data to allow 
the use of reliable and unambiguous data. 

Yes Yes Yes 

Data quality assessment guidelines and rules for 
process data 

There is a need to maintain and document guidelines and rules regarding the assessment of 
data quality issues in process data, taking into account the use case at hand. 

Yes Yes Yes 

Assure the quality of process data 
transformations 

There is a need to assure the quality of process data transformations, given their great impact 
on process mining outcomes. 

Yes Yes Yes 

Build trust in the truthfulness of process data There is a need to build trust in the truthfulness of process data to gain the confidence of 
business users in process mining results. 

Yes Yes Yes 

Use process mining when identifying/handling 
quality issues in process data 

There is a need to consider the use of process mining algorithms when identifying/handling 
quality issues in process data as it enables the generation of novel insights in process data 
quality. 

Yes Yes No 

Supporting Organisational Policies and Programs 
Ensure the consistency of process data 

governance policies and programs 
There is a need to ensure the consistency of process data governance policies and programs 
across different dimensions due to their close interconnection. 

No Yes Yes 

Training and communication programs for 
human resources 

There is a need to develop training and communication programs for human resources to 
correctly use systems, enabling the collection of reliable process data. 

Yes Yes Yes 

Identify process-related information needs There is a need to identify the information needed to make business decisions regarding 
processes and align process data 

Yes Yes Yes 

Agile process data governance governance efforts with it. There is a need for stepwise, agile, and lean introduction of process 
data governance considerations such that the organisation can witness the value of process 
data. 

Yes Yes No 

Process data and meta-data ownership There is a need to assign dedicated responsibilities within the organisation regarding process 
data and meta-data. 

Yes Yes Yes 

Explicitly link strategic priorities to process data There is a need to explicitly link the organisation’s strategic priorities to the process data that 
can be leveraged to support achieving them. 

No Yes Yes 

Centre of excellence for process data analysis There is a need to facilitate the development of a centre of excellence on process data analysis 
within the organisation. 

No Yes Yes 

Identify and apply best practices There is a need to identify and apply best practices to devise and implement data governance 
considerations for process data. 

No Yes Yes  

Appendix C.2. Round 4, 5, and 6 results 

The total number of considerations remained the same across rounds 4, 5, and 6. This section displays the median (median) and mode (mode) rating 
per consideration for the three rounds. 

Table C.6 
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Table C.6 
Round 4, 5, and 6 scores.  

Data storage guidelines R R R R R R 
Widely adopted cross-organizational event log storage standard R R R R R R 
Privacy preservation versus analysis preservation R R R R R R 
Privacy preservation of organisation’s sensitive data in a cross-organisational context R R R STR R STR 
Store process data in a secure environment R, STR STR STR STR STR STR 
Cross-system data integration R R R R R R 
Collection of end-to-end process data R STR R MR R STR 
Event log construction guidelines and methods R R R R R R 
Event log transformation guidelines and methods R MR R MR R MR 
Process data interoperability between organisational entities R R R R R R 
Store a rich set of process-, user-, and domain-related artefacts in a process repository MR MR MR MR MR MR 
Master data specification R R R R R R 
Up-to-date master and reference data R, STR STRR STR R STR R STR STR 
Identify critical process data R    R R 
Data warehouse for process mining R STR R STR R R 
Availability of real-time process data MR, R MR MR MR MR MR 
Build support for process mining R R R R R R 
Make insights from process data broadly available in the organisation R, STR STR STR STR STR STR 
Maintain a repository of process mining artefacts R R R R R R 
Repository of process-related metadata R R R R R R 
Document the mapping between real-life process concepts and data recording R R R R R R 
Document process data provenance R R R R R R 
Document internal controls related to process data R R R R R R 
Awareness of specific data quality issues for process data R R R R R R 
Data quality assessment guidelines and rules for process data R R R R R R 
Assure the quality of process data transformations R R R R R R 
Build trust in the truthfulness of process data R R R R R R 
Ensure the consistency of process data governance policies and programs R STR R R R R 
Training and communication programs for human resources R R R R R R 
Identify process-related information needs R, STR STR STR STR STR STR 
Process data and metadata ownership R R R R R R 
Explicitly link strategic priorities to process data R R R R R R 
Centre of excellence for process data analysis MR MR MR MR MR MR 

IRR, irrelevant; SLR, slightly relevant; MR, moderately relevant; R, relevant; STR, strongly relevant. 
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