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Navigating the interaction landscape of Virtual Reality (VR) and Augmented Reality (AR) presents significant
complexities due to the plethora of available input hardware and interaction modalities, compounded by
spatially diverse visual interfaces. Such complexities elevate the likelihood of user errors, necessitating frequent
backtracking. To address this, we introduce ViRgilites, a virtual guidance framework that delivers multi-level
feedforward information covering the available interaction techniques as well as the future possibilities to
interact with virtual objects, anticipating the interaction effects and how they fit with the overall user’s goal.
ViRgilites is engineered to facilitate task execution, empowering users to make informed decisions about
action methodologies and alternative courses of action. This paper presents the architecture and functionality
of ViRgilites and demonstrates its efficacy through evaluation with a formative user study.
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1 INTRODUCTION
In recent years, there has been a raising interest in the adoption of Virtual Reality (VR) headsets.
These types of devices are more accessible and increasingly easier to use. This trend, also supported
by the idea of the Metaverse (pushed forward from leading industries like Meta) may also lead
to a renewed interest from old and new developers in using this technology in a wide variety of
application domains. VR can be used for, amongst other, entertainment, training and education,
and interaction with digital twins. However, interaction in VR remains challenging, especially for
occasional users because of the different modalities that can be used and combination of direct
and indirect interaction techniques, and the lack of visibility and discoverability of supported
interactions compared to a GUI that has standardised widgets and common interaction devices.
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Fig. 1. The anatomy of ViRgilites: from feedback of past actions and interactions, over the current action and
interactions at hand, to guidance toward the next action and interactions. In ViRgilites, the virtual object
depicted alongside the interaction, provides a shortcut to navigate to the object in the virtual environment.

One solution can be the use of feedforward for showing the modalities to use, in order to
achieve completion of an action. Indeed, feedforward "informs the user about what the result of
his action will be" [15]. In this case the action would be described and, as a result, the interaction
would be complete. Muresan et al. [34] propose using feedforward to clearly communicate the
action possibilities in VR, presenting a design space and a set of guidelines to implement efficient
feedforward in VR user interfaces. This finding is consistent with the reference framework that
was introduced by Vermeulen et al. [50], who defined feedforward as a cognitive affordance that is
understandable through a well-defined sensory affordance (such as a readable, descriptive label or
the object’s physical shape) and reveals the functional affordance (the system function) coupled to
a physical affordance (the action possibility). Our approach, ViRgilites, introduces multiple levels
of feedforward, is applicable for goal-driven environments and supports multiple user tasks. With
ViRgilites, interactions are not isolated actions on virtual objects, interactions –either single or
more complex sequences– are essential parts that contribute toward completing a task [54].
The two levels of feedforward integrated into ViRgilites are interaction level feedforward and

action level guidance. While interaction level feedforward helps users select and perform interactions
with virtual objects, the action level guidance helps users recognise and be aware of the context in
which the interactions are performed. To show the relevance of these two levels, we consider use
cases in the off-site vocational training domain. The application of virtual reality technologies in
this setting gives the opportunity to safely develop the necessary skills for performing the required
tasks while also letting the trainees learn from their errors that, especially in dangerous jobs, can
risk their lives.

There are many possible ways to interact with a virtual object in a virtual environment;
• Multiple modalities can be used, such as gestures, speech command, touch, gaze, and many
more. Most if not all headsets support various modalities for interaction.

• The interaction devices that are available across VR (and AR) setups and headsets differ. Even
when offering the same modality, there can be subtle differences in, for example, latency,
level of detail and precision of interaction detection.
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• The interaction with an object in a 3D environment is affected by the physical distance
between the user and the target object. Some modalities are more appropriate in a near
interaction mode, while other offer the advantage of supporting the interaction without
requesting the user to navigate the 3D scene. In addition, the effectiveness of the available
interaction modalities are influenced by the interaction context (e.g., voice commands are
affected by the environment noise). Finally, switching from a modality to another may require
effort for the user.

In this paper, we present ViRgilites, a system aiming to guide users in performing multimodal
interactions in a VR environment. ViRgilites is a meta-level user interface [13], meant to support
the user to explore, discover and perform interactions with virtual objects. Missing visibility
of possible interactions, the lack of standardised, widely accepted interactions with 3D objects
and the uncertainty of the outcome of executed interactions in virtual, mixed and augmented
reality environments make these very challenging environments to support efficient interactions
and avoid erroneous user actions. Our approach informs users about the possibilities to execute
tasks in goal-driven virtual environments, improves the discoverability of tasks supported by the
virtual environment and provides feedforward on what follows when a selected interaction has
been performed. We included an approach to automatically recommend and prioritize interaction
modalities depending on the application domain, the context of use and the predefined preferences
of the designer. We validated ViRgilites in a formative study using two real-world use cases, focusing
on gathering user feedback on the design and anatomy of the meta-user interface.

2 MULTI-LEVEL INTERACTION GUIDANCE FOR VIRTUAL REALITY
We distinguish between tasks, actions and interactions. Tasks are sequences of actions that a user
has to complete for reaching a desired goal1 An action represents a step towards the completion
of a task. Considering the different modalities usually available in XR environments, the user can
select among different interactions to perform the same action. Therefore, for each action, we have
a set of interactions that are equivalent in terms of effects.
The interaction level feedforward, as also shown in Figure 1, presents the various options to

perform an interaction to the users, ViRgilites provides designers and developers with the freedom
to provide one or more interaction techniques within a virtual environment, while minimising the
cognitive effort for users to explore, discover and use possible interactions.
Multiple sensory affordances convey information about the available interactions on a given

object to trigger the same system function (i.e., complete the same action). A simple yet informative
example is designing an interface suggesting how to grab an object to move it elsewhere. If we are
designing for VR devices supporting hand tracking, we may want to support such operation at
design time through a grabbing action. In addition, we also want to support the selection from a
distance, using the laser pointing technique for reducing the environment navigation. In such a
setting, we need to reveal the same functional affordance (the position change) using two sensory
affordances, one for communicating the grab action and one for the laser-pointing. The physical
affordance (i.e., the object shape) should communicate that we may grab the object, but it does
not communicate how to laser-point it, since usually the shape does not change according to the
interaction modality.
The action level guidance is included in ViRgilites to ensure users are aware how their actions

contribute to completing a task and reaching a goal. In this sense, a series of actions is like
an operation procedure that users have to perform. For ViRgilites to be useful, such operation

1+In our examples, we consider simplified scenarios where a training procedure requires completing a single case. In the
general case, a procedure may require the completion of more than one task.
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procedures tasks that consists of multiple actions need to be defined for a virtual environment, as
happens in [27, 54]. This ensures actions have a context and purpose, and are not isolated with
respect to the other actions performed with the virtual objects. It also helps the user to become
aware and knowledgeable on the various tasks that are supported in the virtual environment.

Such multi-level interaction support allows users to understand which interactions are available
in the simulation and to anticipate their effects. Suppose we model a VR task’s solution through
the classic human problem-solving theory by Newell and Simon [35]. In that case, ViRgilites allows
users to understand 1) which operators are available and 2) which is the next state in the problem
space reachable by applying each operator. This provides information on the possible changes
at an action level. However, users also require information on the outcome at a task level, i.e.,
whether or not the new state gets closer to the desired world configuration or which one among the
possible new states is the closest to the user’s goal (or sub-goal). Considering a training scenario,
the feedforward support should communicate how a given interaction contributes to the task’s
progress, helping the trainee towards the goal of the exercise.
Another relevant aspect of our work is the supporting a mixed initiative process for selecting

the interaction modality. While there are different options for triggering a function, some are more
effective than others in different contexts. For instance, a vocal modality should be avoided in a
noisy environment, while hand-based interactions should not be available if users have their hands
full. On the one hand, XR applications have different means for sensing the context, thus the UI
may react to changes and adapt the interaction by proposing the most suitable modality given the
sensed data. We discuss a generic prioritisation method for controlling this aspect during the UI
development. On the other hand, users must have the final word on the selection, so the UI must
contain means for overriding the system choice if needed.

3 RELATEDWORK
3.1 Feedforward in Virtual Reality
Feedforward is a relatively unexplored concept that it goes on the other side of the temporal
spectrum with the concept of feedback. Indeed, we can define feedforward as “what the result
of their action will be” [50], while feedback refers to the ability to provide information about
what an action did (or is doing). As extensively described by Vermeulen et al. [50], feedforward
is grounded on the ability to couple available actions and the possible reactions in terms of time,
location, direction, dynamics, modality and expression [51] and it provides information on what
actions are available and how to perform them (inherent), the features they activate or their purpose
(functional), or it may supplement the action possibilities through labels, icons and other UI elements
(augmented).

In the literature, we can find different research work covering both theoretical aspects of feed-
forward [7, 36, 38, 50, 51], and practical applications of feedforward techniques for 2D inter-
faces [5, 12, 20, 48]. Considering 3D interaction, Muresan et al. [34] provide a design space on the
feedforward design and modelling through a comprehensive analysis of the techniques available
for VR, and they illustrate how to design feedforward for specific VR interactions. The design
space covers three key stages of feedforward in VR (triggering, previewing actions and outcomes
and exiting the preview) and, for each stage, it provides a list of parameters the designer can set
for identifying the right technique to use in the considered application. Our work leverages the
categorisation for identifying techniques to be applied in training procedures in XR and support-
ing procedural adaptation from a simple text-based procedure definition. Our goal is to provide
automatic feedforward support rather than exploring the design space.
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The application of feedforward techniques in Virtual Reality environments usually covers the
guidance for motor tasks, i.e., showing how to perform movements for completing an interaction.
For instance, Fennedy et al. [16] proposed to use a 3D version of the Octopocus technique [5]
showing a dynamic trace of the available interactive gestures and a label providing information
on the effect. Just Follow Me shows the motion to be completed to the user as a superimposed
ghost that anticipates the movements. Similarly, Lilija et al. [29] limit the ghosting technique to
the representation of the virtual hand. LightGuide [44] uses superimposed arrows for suggesting
the movement direction. Besides the guidance for motor tasks, traces and arrows have also been
used for suggesting the interaction targets, i.e., 3D objects the user can interact with [3]. ViRgilites
uses arrows and traces to guide the user towards the interactive object in the scene required for
completing the current action. It also allows an automatic teleportation towards the target when
far away.
Other studies focused on particular aspects and desired effects requiring the design of a feed-

forward support. For instance, Chauvergne et al. [10] surveyed the techniques applied during
the onboarding in VR applications (i.e., the phase where the application teaches the user how to
interact with it). Barathi et al. [4] studied the effect of the interactive feedforward for enhancing
the user’s physical performance through a VR video game. We focus on a particular set of VR
environments supporting goal-driven tasks, and we generate the feedforward to facilitate the
interaction by exploiting the description of the procedure steps. Such environments are often
dedicated to "Vocational training", a term referring to "education programmes that are designed for
learners to acquire the knowledge, skills and competencies specific to a particular occupation, trade,
or class of occupations or trades" [18]. Previous research has demonstrated the effectiveness of
immersive learning environments for vocational training both using VR [2] and AR [11], in different
domains such as welding [47] and construction management [42]. However, these existing systems
do not provide learners with the means to discover and select the appropriate interactions and
modalities for completing the tasks. ViRgilites eases the introduction of such guidance, considering
the designer’s preferences, the context of use and, above all, the learner’s choice.

3.2 Multimodal Interaction in Virtual Reality
The most relevant trait of the interaction in Virtual Reality is the supported level of immersion
in a synthetic environment. While other types of media target the dominant visual and auditory
channel [8, 45], VR integrates visual, auditory, haptic and, in the most recent work, even olfactory
and gustatory [33, 43] channels. We refer to Martin et al. [31] for an in-depth survey on the effects
of multimodality in VR on perceived realism, user attention and performance.

This work focuses on the different modalities available for interacting with virtual objects in VR.
Techniques relying on the visual channel are the most researched in the literature [28, 40, 41, 46],
and they are quite established and standardised in professional toolkits for VR development. For
instance, we adopted the Mixed Reality Toolkit (MRTK) by Microsoft [32], which offers support
for effectively implementing far interactions (based on hand or remote-based raycasting), near
interactions (based on poke interactions with nearby objects), object manipulation, locomotion and
navigation techniques based on keyboard, controllers combined with the head-mounted display
input. Even though these are standardised techniques, not all the objects in a VR environment
respond to all the interactions. In addition, we cannot assume in VR the same level of familiarity
as in mobile or desktop applications, and a learning phase is usually required [10]. In such a
context, interfaces supporting feedforward techniques are needed to guide the user towards proper
interactions.
Besides techniques relying on the visual channel, VR hardware supports gesture-based input

through remotes or using additional devices such as the Leap Motion or the Microsoft Kinect [23,
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53, 55]. Another source of input related to the movement of body parts is eye tracking, which is
increasingly integrated into VR headsets and allows for pointing through the user’s gaze [9, 22,
24, 56]. In different toolkits (e.g., MRTK [32]), gaze pointing is usually supported also by head
orientation. Finally, voice input allows users to interact with VR environments through natural
language sentences or keyword-based utterances [6, 17, 21].

Our work contributes to enhancing the usability of goal-based VR environments by generating
feedforward that guides users in selecting the appropriate interaction considering all the available
modalities.

3.3 Plastic User Interfaces
We found inspiration in the field of plastic user interfaces, "the capacity of a user interface to
withstand variations of both the system’s physical characteristics and the environment while
preserving usability" [49], since we aim to provide a tailored guidance interface according to a 3D
environment and the tasks that are supported in that environment. For example, 3DPlasticToolkit
[26] is a toolkit that leverages plasticity to create adaptive 3D user interfaces. It utilises three
models to represent the context of use, including hardware, task, and user configurations. The
adaptation process is based on a scoring algorithm that considers the context of use to create
the most appropriate 3D user interface. We share with this project the idea of using the user
environment as a judgement point for deciding which element to present to the user, and the idea
of using a scoring mechanism for evaluating the best outcome for a given scenario.
Lacoche et al. present a plastic interaction technique model to use and create interaction tech-

niques that will fit to the needed tasks of a 3D application and to the input and output devices
available [25]. In ViRgilites we aim to make this type of work more directly accessible by the
end-users, and guide users in what interaction techniques are available and even allows users to
control what interaction technique is used.

4 THE DESIGN OF VIRGILITES
The method we have followed for designing the interface of ViRgilites is the following: first, we
reviewed the literature related to existing solutions for these problems [7, 34, 36, 38, 50, 51]; then
we organized a design workshop with 7 experts where various design alternatives were proposed.
These alternatives were discussed and resulted in an initial prototype design for ViRgilites. A
functional implementation of the design was realised, and further iterations were made on the
design to obtain a workable prototype. For these iterations, we always took into account the
basic design principles: visibility, affordances, mappings, metaphors, consistency, feedback, and
constraints [37]. In the following paragraphs, we will summarize how the design workshop results
influenced our design choices.

Interaction Alternatives. During the design workshop, one of the aspects that challenged the
participants was how to represent alternative ways of reaching the same goal. In addition, XR
interaction environments support different modalities for performing the same functional action
(e.g., grab and laser-pointing selection). All participants agreed that the guidance interface must
represent such alternatives. Some distinguished between those that originated by the procedure
and those generated by the interaction modality. We eventually used the same representation for
both sources, but we made such a decision passing through different iterations that separated the
modalities from the alternative steps in the procedure.

Alternative Selection. This design choice concerns who is responsible for selecting alternatives
for completing the current task. Some participants would opt for a completely adaptive solution
that assigns this concern to the system, others for an adaptable interface that gives complete control
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to the user. The discussion on this point led to a mixed solution: the system selects the alternative
it considers the best, but the user can override the selection at any time. In ViRgilites, the system
proposes an alternative according to a prioritisation function, and users can change this proposal
whenever they like.

Feedforward Levels. When discussing which information to include in the interface, the proposals
covered both feedforward information on the outcome of the current interaction (interaction-level
feedforward) and how it contributes to reaching the current goal (action guidance level). The
guidance is peculiar of goal-oriented interactions, where the system can establish in advance the
user’s goal (e.g., a correct final configuration in a training environment).

Direct vs Indirect affordances. There are many alternatives for designing both the functional
(interaction outcome) and physical affordances (how to act) in XR environments, as summarised
in [34]. The most relevant aspect of our work is distinguishing between a direct or indirect repre-
sentation. The former relies on a preview simulating the targets, the actions and the outcomes in
the XR environment. The latter relies on abstractions, such as explanatory text or icons. During
the workshop, participants highlighted that it is possible to provide a generic direct representation
of the action for performing an interaction (e.g., grabbing, pointing, looking at an object, etc.).
However, the same does not apply to the action outcome, whose direct representation requires a
customised design for each step. This limits the design of a generic guidance interface, which was
the focus of the workshop. Therefore, they opt for indirect approaches which allow the generation
of the affordances using structured information. We eventually selected a text-based format, but it
is possible to select other media. In addition, we selected to use the same representation (indirect)
for both affordances to concentrate the information on the guidance panel.

Feedback. Besides the notification of the correct execution of an interaction, participants agreed
on including a feedback element in the guidance interface, to show the history of the previously
executed actions in the procedure. An interesting discussion among the participants highlighted
the trade-off between the number of previous steps maintained in the UI and the space required for
displaying the information. On the one hand, increasing the number of previous steps helps users
remember the previous actions leading to the current state. In a training context, this may affect
the learning outcome. On the other hand, the visualisation of many steps may visually interfere
with the surrounding environment, occluding the user’s view. Participants concluded that keeping
going beyond the previous action would cost too much UI space.

Future Steps. Including information about the next steps in the guidance UI poses a design
problem similar to maintaining the information about the previous interactions. How many steps
should be included in the visualisation? However, while past steps represent a linear path, the
action in the future may include alternatives. In this case, the design choice concerns i) how many
next steps should be included, ii) how to represent the alternatives and iii) how to select and/or
filter them for the presentation. We tried different solutions during the iterations, representing the
alternatives for the next steps in a more compact visualisation than the current interaction and
using the same prioritisation function for sorting them.

5 ANATOMY OF VIRGILITES
The design of ViRgilites consists of three parts, as outlined in Figure 2:

the left panel (Figure 2-Pa) contains information on the previously completed action and the
interaction selected for completing it,
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Fig. 2. Organisation of the ViRgilites guidance interface. It contains three panels: the middle (C) containing
information on how to execute the current action, the left (Pa) on the previous successful action (and
interaction), while the right on the next possible action and the associated interactions (Na). Users browse
the available interactions (if more than one) using two dedicated buttons (P and N). The top-left push button
activates or deactivates the pinned mode (F), the top-center (T) activates the target object highlighting, while
the top-right (L) activates the compact (blue part) or expanded (blue plus green) view mode. The bottom
handle (H) enables the reposition of the user interface in the virtual space.

the middle and main panel (Figure 2-C) displays how to execute the current action and presents
alternative interactions that have the same result, and

the right panel (Figure 2-Na) shows information about the next action that will follow when the
current one is completed, and the corresponding supported interactions.

ViRgilites presents the current context of a task by showing the latest previous interaction thus
informing the user what was done to get to the current state, and by presenting what the next
actions will be when the current one is completed successfully. Notice the next action (right
panel) can change while exploring the options for current action (middle panel), thus providing
feedforward on what can or should be done when completing the current action in a particular way.
For example, consider the task of moving a box from one shelf to another. If the user is considering
a grab action the box from the first shelf using the virtual hand modality, the next action of the
same task is navigating the VR environment until reaching the second shelf, which will appear
in the right panel (Figure 2-Na). An equivalent action in a modality supporting selection from
afar (e.g., laser pointing) does not need an intermediate navigation, the user can directly drop the
box from afar, and the action in the right panel will be updated accordingly. Section 6.2 describes
our approach to calculating the order in which the suggestions are displayed. The middle panel
represents the alternative interactions to reach the same result as a stack of cards (Figure 2-C). The
user can navigate through this stack and explore and select different ways to complete the current
actions (Figure 2-P and N). The panel on the left (Figure 2-Pa) contains feedback informing the
user on the last completed action. ViRgilites uses it both as a task completion notification, moving
a card from the central to the left to represent the progression and as a support for helping users
recall past actions. We limited the number of past actions to one. The card representation is mostly
the same as used in the central part, with the differences of the removal of the interacted object
and the rearrangement of the information of the card.
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The panel on the right (Figure 2-Na) contains further feedforward information related to the
overall procedure goal. It shows a preview of the next steps in the procedure, provided that the user
completes the current action using the modality selected in the card deck. Therefore, the content in
the right panel depends on the selection in the card deck. The representation in the next action
panel is slightly different from the others. First, it groups equivalent alternatives for executing the
same action in a single group. The equivalent effect is the title of a list of modalities and operating
suggestions. Second, it lists the various alternative modalities in a list representing branches in the
procedure. We use the prioritisation function to order the available interactions in the card (see
Section 6.2). In summary, the next action panel offers insight into the next step considering the
current modality choice. In this way, the user can decide how to continue, considering the current
action and the next step.

5.1 Exploring and Selecting the Current Interaction
The cards are sorted using the adaptive prioritisation function we discuss in Section 6.2, to help
the user quickly find the most appropriate way to complete the current action. While the system
controls the ordering of the alternatives at the beginning of each action, users are in charge of
selecting the appropriate modality: they can keep the modality suggested by ViRgilites, or they can
browse the card stack (Figure 2-C) until they find the most appropriate for them. Each card contains
four pieces of information. The first is the goal of the current action (Figure 2-A), which anticipates
the consequence of the interaction in the procedure completion context. The second is an icon
representing the modality associated with the current card (Figure 2-M), together with another
icon that represents the target object (Figure 2-O), which is a snapshot of the 3D object in the
environment. The fourth is a label describing how to operate the interaction using the considered
modality (Figure 2-I). The cards in the central part of the interface list the possible actions for
continuing the procedure. They may be equivalent ways for activating the same function depicted
as cards having the same title and target object but different modalities and operating suggestions.
They may also represent branches in the procedure, i.e., entry points for different paths (sequences
of tasks) leading to the same overall goal.

5.2 ViRgilites Placement
The pin push button in the middle part (Figure 2-F) allows users to control the position of the
guidance interface in the 3D environment. By default, the pin button is not active, and when
activated, the panel “follows” the users changing its position and orientation that guarantees a
comfortable interaction in the user’s field of view2. ViRgilites freezes its current position and
orientation in the 3D environment when the pin button is pushed once again. Regardless the state
of pin button, the user can move the interface around using the handlebar (Figure 2-H) at the
bottom. Users can then interact with the XR environment without the panel occlusion. Instead, the
list button (Figure 2-L) hides or shows the left and right panels, switching between a compact and
an extended version of the guidance interface.

5.3 Navigation aids
Navigating smoothly through a virtual environment is crucial for a user-friendly experience,
especially when the user must interact with dispersed virtual objects. Our system addresses this by
incorporating specific navigation features geared toward user-object spatial interactions. Interacting
with the icon of the virtual objects in the top card in the central panel (Figure2-T), prompts the
system to guide the user directly to a virtual object’s location. This guidance can manifest in various

2please see https://learn.microsoft.com/en-us/windows/mixed-reality/design/billboarding-and-tag-along
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forms, tailored to the most probable way the user will interact with the object. If the object is within
reach and the user is expected to simulate real-world interaction, an arrow and line will appear,
directing them toward the object until the action is completed. Conversely, if close proximity to the
object is required –like touching or grabbing it– and it’s too far away, the system will automatically
teleport the user closer. These added features augment the existing navigation options provided by
the standard VR setup.

6 META-LEVEL INTERACTIONS: TRIGGERS, PROGRESS AND ADAPTATION
In the previous section we introduced the concept of multi-level feedforward for Extended Reality
environments. ViRgilites can provide users with full flexibility to decide how they want to interact.
They can navigate through the different options and pick the one that best suit their needs or
preferences for completing tasks.

6.1 Triggering the interaction guidance
The effectiveness of a guidance system hinges not just on the information it provides, but also how
and when that information appears [34]. An essential aspect of its design is figuring out the right
moments to activate and show the guidance. We call this a ’meta-interaction’ because it shapes the
way users interact with particular parts of the interface that guide the user on how to interact with
the system [13].
One of such triggers to start ViRgilites is a change in context [14]. A change in context could

imply that some ways of interacting in the virtual environment might become more or less effective,
thus should be taken into account by the guidance system. In our work, we have exploited the ideas
of sensing and modelling context for reacting to its changes, since it is a widely investigated topic,
and there are different dimensions relevant for adaptive behaviours such as user characteristics [39],
physical elements [57] or social context [30]. In somemodels, the task itself is part of the context [52].
In our work, changes in the context result in a different prioritisation of the steps in the training
procedure described in Section 6.2. As a result, the guidance system may suggest another modality
for completing the same task or an alternative path for achieving the same goal. For instance,
consider a scenario where a user has the option to either utter a voice command or employ tactile
interaction with an object. The optimal interaction modality depends on the ambient noise level.
In a high-noise context, tactile interaction would be prioritised as the most efficacious mode of
interaction. Conversely, in a low-noise environment where the user must navigate between distant
objects, voice commands would be promoted as the most efficacious mode.

6.2 Adaptation and Prioritisation of the Steps
The middle pane of ViRgilites presents a stack of cards, containing all alternative interactions that
can be performed at the current time, and that all have the same result. The suggested interaction is
selected according to a priority function. We rank these alternatives using a prioritisation function
that takes into account two classes of parameters: the requirements from the application domain
and the context in which the interactions take place. Then, the best interaction is suggested to the
user, through the user interface.

We represent a procedure as a set of interactions 𝐼 , and each interaction 𝑖 ∈ 𝐼 is associated with
an interaction modality𝑚(𝑖). Therefore, prioritising an interaction also prioritises the associated
modality. Each function defines a set of parameters, and we represent them with the vector v𝑖 . We
consider another vector w𝑚 (𝑖 ) of the same length for defining the weight (i.e., the importance)
of each parameter for the given interaction modality. Both vectors contain values between zero
and one, and the weights sum to one. Once the parameters have been identified, the priority
of an action is simply the dot product 𝑝𝑖 = w𝑚 (𝑖 ) · v𝑖 . We do not calculate the priority of all
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possible actions at each step, but we use the definition of the procedure for obtaining, given an
interaction 𝑖 , the set of its possible subsequent interactions 𝑛𝑥𝑡 (𝑖) and the set of its alternatives
𝑜𝑝𝑡 (𝑖). (𝑛𝑥𝑡 : 𝑖 → 𝐵, 𝑖 ∈ 𝐼 , 𝐵 ⊆ 𝐼 ), and the set of its alternatives (𝑜𝑝𝑡 : 𝑖 → 𝐵, 𝑖 ∈ 𝐼 , 𝐵 ⊆ 𝐼 )

A similar approach is used for the visualisation of the list of the interactions that the user will do
on the next step. In this case, the list is sorted following the same algorithm used for the suggestion
of the best possible interaction, but uses an heuristic variant to evaluate the rank of each interaction.

We use both static and dynamic weights in our weights vectors. Static weights represent upfront,
predefined values, such as the importance of using a specific modality for the application domain.
They encode the designer’s knowledge of different aspects of the interaction and domain. Dynamic
weights, on the other hand, represent values that can change over time in response to interaction
or context-related events, such as the distance between the user and the target object. This can
lead to different recommended interaction modalities for the same set of available interactions for
the same action, depending on the situation.
To easily add or change the way prioritisation is done, we use a Strategy pattern [19]. This

allows using ViRgilites in a wide variety of situations and application domains, and even change the
approach for different types of users. The following parameters are considered when recommending
interaction modalities:

• Interaction fidelity (static, designer-defined). The degree of correspondence between the
current action and its real-world counterpart. For instance, a direct manipulation of an oven
temperature knob is more faithful than a remote selection.

• Target Distance (dynamic, derived from the XR environment). The inverse of the physical
distance between the user and the target object of the current action. The designer relies on
the modality for establishing the weight (e.g., higher for direct manipulation).

• Modality Change (static, designer-defined). It estimates the cost for the user of a possible
modality change for executing the next step. Denoting the current interaction as 𝑖 and having
a matrix C containing pre-defined costs for the change of each possible pair of modalities,
the parameter value is 1 − min

𝑛∈𝑛𝑥𝑡 (𝑖 )
𝐶𝑚 (𝑖 ),𝑚 (𝑛) .

• Context Information (dynamic, derived from the context model). It expresses the feasibility
of the current modality and/or action considering the current context model. The definition of
this parameter is tightly coupled with the training procedure, and it may include environment
sensing (e.g., avoiding voice commands in noisy environments), tracing previous executions of
the procedure by the same trainee for identifying preferred interaction modes or prioritising
unexplored procedure branches.

For a better understanding of how the algorithm selects an interaction with respect to another, we
provide the following example in which we explain how our particular algorithm chooses between
different types of interactions with objects. Imagine we have three interactions for selecting the
same target object (e.g., collecting a screwdriver from a toolbox).
Grab - a ’grab’ interaction
Far - a ’far’ interaction (interaction from a distance)
Touch - a ’touch’ interaction
In our scenario, the user’s next task is to touch another object. For our example’s purpose, let’s
assume:

• Touch and Grab have high ’interaction fidelity’ (quality or realism of the interaction).
• Far has low interaction fidelity.

The system will assign 1 as interaction fidelity to Touch and Grab and 0 to Far . Touch and Grab
involve a greater distance to the target than Far. The algorithm also considers the ’modality’ of the
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Table 1. Example of Modality Costs table. The table shows the effort needed from current modality (row) to
next modality (column). We evaluated every cell using the same criteria (hence the discrepancy in an inverse
reading of the table). Higher values are better (0 -> Very hard to switch between modality, 1 -> no effort on
changing).

Gaze and Commit Touch Grab Voice Far Interaction None
Gaze and Commit 1 0 0.5 0.5 0.5 0

Touch 0.5 1 0.5 0.5 0 0
Grab 0.5 0.5 1 0.5 0 0
Voice 0.5 0.5 0.5 1 0 0.5

Far Interaction 0.5 0 0.5 0.5 1 0.5
None 0.5 0 0.5 0 0.5 1

Table 2. Final Values for score evaluation. The chosen modality is underlined in bold. Context evaluation has
been omitted since they scored all 1 and its contribution does not influence the final choice.

Action Fidelity Distance from Target Modality Change Cost Final Value
Grab 1 0.9 0.5 0.875

Far Interaction 0 1 0 0.5
Touch 1 0.9 1 1

interaction (the way the interaction is performed). Since a far interaction (like Far) can be done
from anywhere in the environment, it scores higher than Touch and Grab in this aspect. In this
case we can assume that Far gets 1 where Touch and Grab get less than 1 (we can say that, in a
10x10m square, the user is 1m away from the target object, so the final value will be 0.9).

The algorithm uses a predefined matrix to calculate the change in modality (the shift from one
type of interaction to another, see Table 1). In our case:

• Touch scores 1, as we have defined that changing from one touch interaction to another is
effortless.

• Grab scores 0.5, since from a grab interaction to a touch interaction the effort is minimum.
• Far scores 0 because for the user to touch the object he also needs to move and approach the
object.

However, since there are no ’context changes’ (factors related to the specific situation or environ-
ment), all interactions initially receive 1.
Now, assume the designer prioritized interaction fidelity and modality change equally in the

algorithm (𝑤 𝑓 𝑖𝑑𝑒𝑙𝑖𝑡𝑦 = 𝑤𝑚𝑜𝑑𝑎𝑙𝑖𝑡𝑦 = 0.25 but did not consider target distance (𝑤𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 0) and
placed a high emphasis on context information (𝑤𝑐𝑜𝑛𝑡𝑒𝑥𝑡 = 0.5). Given these settings, the algorithm
will ultimately recommend Touch as the best choice (Grab = 0.875, Far = 0.5, Touch = 1 - see Table
2).

7 ARCHITECTURE OF THE SYSTEM
This section discusses the architecture of ViRgilites. Unity and the Microsoft MRTK 3 [32] toolkits
are used for creating the virtual environment and managing the interactions. ViRgilites to supports
the execution of a series of complex interactions in a VR environment without prior experience or
knowledge of how the environment works. We validated this by using ViRgilites in two scenarios:
one for training users in chemistry lab tasks using nuclear materials, and the other for training
users in performing food preparation tasks in the kitchen. Both scenarios require users to execute a
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Fig. 3. UML component diagram of the ViRgilites architecture. The TaskManager and the ContextManager
provide the information to the feedforward component (ViRgilites). The XR_ContentManager synchronises
the state of virtual and real objects that blend in the XR_View.

series of tasks that can be done in various ways; users can perform tasks like they would do in real
life and train their motor skills too, or users can make use of other, more convenient, interaction
modalities so they can focus on the high-level steps that need to be executed.

Figure 3 shows the components included in the prototype. The XR application consists of three
main components. The XR_View visualises the XR content and interfaces, blending the virtual and
real elements and managing the interaction. Such visualisation depends on the current state of the
objects in the XR environment (both real and virtual).
An important requirement in a training setting is that the XR environment supports different

training procedures, which may be modified or changed according to the varying learning needs.
Therefore, hard-coding the procedure management in the XR environment limits its reuse. To
overcome this problem, we designed the prototype applying the solution proposed by Artizzu et
al. [1]. This solution proposes the reproduction of virtual environments that can support more than
one procedure, and by doing so not being hard-coded and locked to a single experience. These
environments, called templates, then expose the control of managed (e.g.: prepared beforehand
in a way that can be retrieved by procedure actions) XR objects through the XR_ContentAPI. The
advantage of such an organisation is twofold. On the one hand, it allows the modelling of the
environment characteristics relevant for goal-oriented applications in XR. On the other hand,
it allows the creation of goal-oriented procedures without requiring further builds of the XR
application, thus enabling domain experts to author procedures without involving developers.
The TaskManager contains the logic for executing a training procedure (i.e. a task). In our

implementation, its definition consists of a text file containing the name of the task and a list of
Action elements containing the following information: i) the position of the action in the procedure;
ii) the action description. In turn, each action contains at least one or more Interactions, representing
alternative ways for completing the same step. An interaction contains the following information:
i) two values defining the subject and the target of the action to be performed (e.g.: if the user have
to do something to an object called "Pan", then the subject would be "Player" and the target would
be "Pan", if it is a collision between two objects, "egg" and "Pan", subject will be "egg" instead);
ii) the modality required for performing the interaction; iii) a text describing how to perform
the interaction; vi) the array of values described in section 6.2. The TaskManager exploits the
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XR_ContentAPI for receiving notifications about the current interactions and updating the runtime
state of the current task. Given the structure of this component, the prototype can execute different
procedures for the same environment by simply loading other definition files.

Besides controlling the procedure progress, the TaskManager exposes the procedure state through
the TaskAPI, which notifies the subscribing components about the completion of an interaction, the
history of the previously executed actions and allows forward navigation of the possible options for
continuing the procedure execution. The TaskManager supports a Unity event publisher that can
be triggered for signalling the change of the task triggered by the correct execution of an action.
Depending on the events that are triggered and the status of the application, The TaskManager
can set active tasks, it can check whether tasks were completed, it can check whether a whole
procedure was completed, it can provide the list of actions for a given step, and manages the
progress of the procedure. ViRgilites exploits the APIs for controlling the information provided in
the XR_View. As described in Section 4, such presentation depends on the context. Considering the
variety of entities and sensing devices contributing to building a context representation, we isolated
its management into a dedicated component, again external to the XR Application. This solution
allows having a context representation that fits the considered environment. Indeed, some require
only simple information on the state of the world, while others may need to model even complex
social relationships. The ContextManager is responsible for providing an API accessing the context
information, hiding the modelling and sensing complexity to its subscribers. In particular, the APIs
provide an event publisher that notifies the system of context changes (this event is triggered
by the sensors in the user environment - managed by the ContextManager - and subscribed by
the TaskManager in the proposed implementation). The component responsible for feedforward
presentation instantiates the user interface depicted in Figure 2, utilizingMRTK 3 as the foundational
framework [32]. It employs the prioritization algorithm described in Section 6.2 and interfaces with
the Context API to query the context of use. The system constantly updates the guide based on
both task conditions and the overall context. Finally, it allows the XR_View component to control
the guidance system through the XR devices. ViRgilites updates the ranking of the "next" panel list
using the associated triggered function, and it signals the change itself (mainly used for notifying
the user of the update through alerts in the XR_View). ViRgilites implements functions for listening
to context changes (published by the ContextManager and used by prioritisation algorithms that
require assessing the context as a parameter) and a function that provides the final suggestion to the
middle panel list. The system also takes from MRTK the default player prefab, which includes hand
management support3. The hands, when used with supported XR devices (e.g.: Meta Quest 2, 3 and
Pro) enable the interaction with other objects in the scene using poke, grab, far ray, and gaze pinch
interactors. To enable the communication between an MRTK-supported game object (i.e. a Unity
GameObject including an MRTK-provided component such as PressableButton, ObjectManipulator
or StatefulInteractable Components) and ViRgilites, it is required to insert a script that forwards
the MRTK-interaction event towards the ViRgilites component for updating the guidance system.

7.1 Example Scenarios
To demonstrate the system’s validity, we developed two simple scenarios, one depicting a waste
disposal procedure for nuclear material in a chemistry lab and the other showing how to cook an
Italian focaccia in a kitchen environment.
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Fig. 4. ViRgilites interactions in the chemistry lab (A, B) and kitchen (C, D) scenarios. Figure A shows the
user picking up the gloves from afar. Figure B shows the user changing the interaction with another one.
Figure C shows the user grabbing the rolling pin. Figure D shows the user trying to identify which object he
should interact with.

7.2 Chemistry Lab Scenario
This scenario is situated in a chemistry lab. To mitigate the risk of contaminating the surroundings
or propagating hazardous substances, users are tasked with disposing of a beaker in a designated
waste basket. This task requires precision and close adherence to the protocol. The sequence of
actions to execute is as follows:
(1) Start the computer program for registering the activities in the lab using the computer mouse

in the scene;
(2) Pickup a pair of gloves from a table and put them on;
(3) Request a beaker from outside;
(4) Grab the hazardous waste from the table;
(5) Insert the hazardous waste in the beaker;
(6) Grab the beaker from the table;
(7) Position the beaker into the waste basket
At the beginning of the procedure, the interface initially displays itself in compact mode, directing

the user to start by clicking the computer mouse. Initially, there are no alternative interactions.
The user then uses standard MRTK gestures (as described in section 7) to teleport close to the
computer desk and clicks the mouse. Once the mouse has been clicked, the interface updates to
show the next step, which is grabbing some gloves. For this action, the system suggests using a
near interaction for picking up the gloves, but after the trainee changes position, the prioritisation
algorithm re-evaluates the parameters and the context of the environment, and determines that a
far interaction is now more suitable for this step. The interface promptly switches to the correct
recommendation when this happens. Once the gloves has been acquired (as seen in Figure 4 - A),
the interface updates again, instructing the user to request a beaker from another room to put the
hazardous materials inside of it. This time, the user has the choice to either use a voice command
3https://learn.microsoft.com/en-us/windows/mixed-reality/mrtk-unity/mrtk3-input/packages/input/hand-tracking#
hand-controller-prefabs
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("Give me the beaker") or touch a button to get it manually. Since the user environment is quiet,
there are no context changes related to it being noisy, and because of that, the system suggests
using the voice command. The user tells the keyword, and the beaker appears in the scene. Now,
they have to put the hazardous waste inside the beaker, which is positioned on the table near the
waste baskets, and they can do it either by grabbing, ray selecting or gaze committing to the object.
At this point, the user wants to know the next action to decide on the appropriate modality and
switches to the extended view of the interface. In the next task panel, the user sees that they need to
move the materials in the beaker. Since the user is far from the materials, they select the "gaze and
commit" modality, look at the object and make a pinch gesture to start the movement phase; the
user then inserts the materials inside the beaker by moving them near the beaker. The next task is
to pick up the beaker. Here, the user is presented with the choice of grabbing the beaker, selecting
it from a distance or gaze-committing from a distance as well, and the system recommends the
far interaction, since according to the prioritisation formula, it is the most suitable interaction
modality. Once again, having a look at the extended view of the interface, the panels show that
they need to move the beaker into the waste basket. This time, they swap the card and select the
grab interaction (Figure 4 - B). Finally, the user’s task is to take the beaker to the waste basket,
as indicated by the extended view of the interface. When this task is completed, the procedure
finishes, displaying the “Procedure complete!” message in the middle panel.

7.3 Kitchen Scenario
A similar process can be illustrated for the kitchen scenario, where the objective of the user is to
prepare a focaccia. To achieve this, the user needs to adhere to the subsequent steps:

• Preheat the oven;
• Take the rolling pin;
• Flatten the dough with the rolling pin;
• Take the oil;
• Put the oil on the dough;
• Open the oven door;
• Bring the dough into the oven;
• Close the oven door (for cooking the focaccia);
• Open the oven door (after the focaccia has been cooked);
• Serve the focaccia on a plate;

First, when the user enters the scene, the interface displays the compact view, similar to the previous
scenario. The user is tasked to touch the oven button to preheat the oven. There are no alternatives
so the user proceeds to click the button. The second step tasks the user to pick up a rolling pin. The
recommended modality is to grab the rolling pin remotely. Still, in this case, the user would like a
realistic approach and opts for the arrow controls of the interface to select the grab interaction
instead. Once the user has done that (Figure 4 - C), the interface updates, illustrating the next
action: flattening the dough on the table with the rolling pin, using any available means. In this
case, the user has to bring the rolling pin using any possible interaction technique available, but
since he already took the rolling pin with a grab interaction he proceeds to complete the action
simply by moving the rolling pin to the dough.. Now, since the user is distant from the bottle of oil
in the scene, when the task for picking up the oil is presented, the system promptly changes the
suggested interaction from grab to far interaction. The user this time is fine with the choice of the
system and picks the oil bottle from afar. The subsequent interaction is similar to the flattening of
the rolling pin so the user brings the oil bottle to the dough. Now, the system tells the user to open
the oven door using a button. Unfortunately, the button icon is similar to the oven on/off button, so
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when the user presses the original button nothing happens. In order to disambiguate the image, he
presses the locator button to visualise the arrow with the line pointing to the correct object. At the
same time, since the selected modality is a touch interaction, the user is teleported near the target
object to facilitate interaction with it (Figure 4 - D). Once the user clicks on the button, the interface
asks the user to bring the focaccia to the oven grate. The user picks the focaccia from afar and
places it into the oven. The last actions of the users are to close the oven by touching the correct
button, opening it again (for the purpose of the scenario the focaccia is instantly cooked once the
oven door closes) and bringing the focaccia into a plate for serving it. Once again, the interface will
display the “Procedure Complete” message, for communicating the end of the procedure.

8 FORMATIVE USER STUDY
We conducted a formative user study with the goal of explore potential issues to make ViRgilites
more usable and increase the acceptance rate. We invited 10 participants (1 female, 9 male, age
range: 23 - 36 years old, Avg.: 26,8, Median: 27, SD: 3.823). In particular, we invited 5 participants
with self-declared proficiency in Virtual Reality environments, and 5 participants with self-declared
little to no experience. Participation was voluntary and no compensation of any kind has been
handed out.

8.1 Method
The evaluation, after collecting the consent of the participants and their demographic data, was
structured in four parts.
Tutorial: The participants were introduced to the interface, explaining its goal and its various

parts, using a VR test scenario. The participants had to complete a simple task, while using ViRgilites
and being guided by the evaluator on how to interpret the language of the interface. The task
consisted in selecting three cubes in order (red first, green second, blue as last). Moreover, in a
separate area of the same scenario, a set of cubes were available to be freely manipulated, and a
nearby panel (with a different layout than the one used by ViRgilites) would show the same icons
of the interface of ViRgilites and a text explanation of the performed modality.
Waste Management Scenario. In the second part, the participants performed 4 tasks in a

virtual chemistry lab environment, while having the possibility to provide feedback after each
task. After each task, the participants were asked about their level of comprehension of the user
interface and, if multiple interactions were available for the current action, the understanding of
the interaction suggestion based on the context. All ratings used a 5-point Likert scale. The four
tasks performed by the participants were the following:

• Task 1 (T1): Perform an action with a single interaction available. The participants needed to
touch a mouse on a nearby desk;

• Task 2 (T2): Perform an action with multiple possible interactions. The suggested interaction
was the one to perform. The participants needed to perform a far interaction selection of a
pair of gloves on a desk;

• Task 3 (T3): Perform an action with multiple possible interactions. The interaction to perform
was not the suggested one. The participants needed to perform a grab interaction on a beaker
in the same desk of the gloves.

• Task 4 (T4): Perform an action with a single interaction available. The participants needed
to bring the beaker taken from the previous task to a nearby medical box. The difference
between this task and the first one is that in this task there is no recommended interaction,
and the task would have been completed as long as the beaker reached the medical box.
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Kitchen Scenario. In the third part, the participants were required to complete a full task from
start to finish without interruptions between the actions. The task (T5) to be completed is the same
depicted in Section 7.3. Participants were free to complete the actions in the task as they seen fit, it
was up to them whether they wanted to change the interactions or keep using the ones suggested
by the system. At the end of the task the participants were asked the questions in the previous part
once more.

Semi-structured interview. In the last part we collected qualitative comments on the features
of the system, any positive and negative comments about it, whether if they would have had ideas
for improving the interface, and whether if they felt the level of feedforward implemented in the
system would help an user in understanding how to do the task that the system is requiring him to
do, and additional comments on the ranking system for the next action.

8.2 Results
8.2.1 Feedforward Comprehension. Over the five tasks, the participants were asked to answer the
following question on a Likert scale from 1 to 5: "Did you understand how to do the interaction
based on the information in the interface?", where 1 was "Not at all" and 5 was "Completely". This
question aimed to gather information on the level of helpfulness the feedforward system ViRgilites
currently implements.

As shown in Table 3, T1 scored the lowest score above all (Avg.: 3.8, Median: 3.5, SD: 0.92, Mode:
3, Min: 3, Max: 5), and the same behaviour is reflected if we consider the scores of the participants
proficient in VR environments (Avg.: 3.8, Median: 4, SD: 0.84, Mode: 4, Min: 3, Max: 5) and the
novice participants (Avg.: 3.8, Median: 3, SD: 1.09, Mode: 3, Min: 3, Max: 5). This can be expected
since, even after the training session, we can consider T1 as a period of accustoming to the visual
language of the system. The other tasks scored average values more or equal than 4.5 (T2: 4.9, T3:
4.7, T4: 4.5, T5: 4.7), and it is interesting to notice that the average scores for each single task tends
to be generally higher with the novice participants with respect to the scores of the proficient ones,
with the exception of T5, that shows the opposite trend (T2: 5 vs 4.8, T3: 5 vs 4.4, T4: 4.8 vs 4.2, T5:
4.6 vs 4.8).

8.2.2 Automatic Interaction Suggestion. For inferring whether the participants understood how the
Interaction Suggestion system suggested a particular interaction with respect to the other ones we
asked them, when the test task had an action with more than one interaction (T2, T3 and T5) the
following question: "Based on the hypothetical scenario we gave you, did you understand why the
system recommended you that interaction technique?", using the same Likert scale and extremes
as described in Section 8.2.1.
Table 4 shows the scores for this question. In this case, they were lower with respect to the

feedforward comprehension (T2: 3.9, T3: 3, T5: 3.9) showing nonetheless that there was a general
understanding of the feature. In particular, it is interesting to notice that novice participants had a
worse understanding of the feature with respect to the proficient ones (T2: 3.6 vs 4.2, T3: 2.4 vs
3.6, T5: 3.8 vs 4) meaning that experienced participants could grasp more the reasoning behind the
selection of an interaction over the other available ones.

8.3 Discussion on Feedback
After gathering the experience of the participants we can report on the feedback provided by them.

Helpfulness of the feedforward interface. All participants agreed on the utility of the interface and
its feedforward features, when explicitly asked to give an opinion on it. During the test tasks, the
participants has been asked on which elements of the UI helped them understand how to do the
action. Over the course of the five tasks, the most helpful element was the text (29 times out of 50,
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Fig. 5. Violin box plots of the Feedforward comprehension results
Table 3. Evaluation Results for Feedforward comprehension from the participants

Average Median STD Mode Min Max

Task 1
Overall 3,8 3,5 0,92 3 3 5

Only Proficient 3,8 4 0,84 4 3 5
Only Novices 3,8 3 1,09 3 3 5

Task 2
Overall 4,9 5 0,32 5 4 5

Only Proficient 4,8 5 0,45 5 4 5
Only Novices 5 5 0 5 5 5

Task 3
Overall 4,7 5 0,67 5 3 5

Only Proficient 4,4 5 0,89 5 3 5
Only Novices 5 5 0 5 5 5

Task 4
Overall 4,5 4,5 0,53 4 4 5

Only Proficient 4,2 4 0,45 4 4 5
Only Novices 4,8 5 0,45 5 4 5

Task 5
Overall 4,7 5 0,48 5 4 5

Only Proficient 4,8 5 0,45 5 4 5
Only Novices 4,6 5 0,55 5 4 5

58%), followed by the interaction technique icon (27 times out of 50, 54%) and the object image (19
times out of 50, 38%).

Utility of the automatic Interaction Suggestion. P6 and P8 appreciated the automatic selection of
the interaction, P6 stated that because it removed the need to select the most reasonable one for
the action to perform.
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Fig. 6. Violin box plots of the Automatic Interaction Suggestion results
Table 4. Evaluation results of the Automatic Interaction Suggestion from the participants

Average Median STD Mode Min Max

Task 2
Overall 3,9 4,5 1,45 5 1 5

Only Proficient 4,2 5 1,30 5 2 5
Only Novices 3,6 4 1,67 5 1 5

Task 3
Overall 3 3 1,70 1 1 5

Only Proficient 3,6 4 1,67 5 1 5
Only Novices 2,4 2 1,67 1 1 5

Task 5
Overall 3,9 4 0,99 4 2 5

Only Proficient 4 4 1 5 3 5
Only Novices 3,8 4 1,09 4 2 5

Object Locator is useful but improvable. The object locator, in the same questions as above, was
less voted as useful (10 times out of 50, 20%), but in the open questions the participants agreed on
its usefulness (P1, P2, P6, P9). P6 and P7 denoted that it may have been unnecessary to teleport the
user when the locator button is pressed and the interaction technique to perform is either a touch
or a grab one, because of the unexpected positioning of the teleportation (P6). P2 and P7 noticed
the teleportation being too near to the target object, and P7 suggested to make the teleportation to
a nearby position of the target object, instead of the object itself.
Utility of the Next panel A particular pain point that most of the participants (P1 - P5, P7, P9)

stated, when asked about positive or negative aspect about the "Next" panel was that they did not
feel the need to use it or they just forgot to have it. One participant (P6) appreciated its value and
features ("It is very useful to already see the ranking of the modalities beforehand to know what is
expected of you next and how it is done "best"). We can infer that the feature, despite not being
prominent in the user interface, has potential to be useful in certain situations, but most of the
times becomes an accessory information, not vital to the task execution. P5 and P8 suggested, as an
improvement for the system, to keep the extended information on by default, and P8 also suggested
to make the visualisation of the interface semitransparent, in a way that does not disturb the view
of the user, while retaining its functionality.
Improvements to the system. Many participants took the opportunity, when asked, to express

ideas for improving the overall experience with the system. In this paper we are going to report the
suggestions strictly inherent to the user experience with the interface, improvements of the toolkit
itself will be omitted, because out of scope for this research. P2, P4 and P8 suggested a different way
to identifying the object, by highlighting it instead of pointing an arrow at it. P4 also suggested to
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indicate an object being out of sight by using a lateral arrow to the field of view, like it was used by
Lallai et al. [27]. P1 suggested to put a sound trigger when the action was successfully performed,
instead of relying solely on the user interface. P8 suggested to show only two cards when two
interactions were available, because it felt confusing to see the discrepancy between number of
cards and number of alternatives. Finally, P7 suggested to keep the position of the interface relative
to the position of the user, instead of being absolute with respect to the position in the environment.

9 CONCLUSIONS
In this paper, we introduce ViRgilites, a system designed to help users navigate and interact in
a Virtual Reality (VR) setting. Discovering and using interactions in VR applications is often
cumbersome, because of the wide variety of possible interactions that have the same outcome in
combination with a diversity of implementations of interaction techniques. ViRgilites offers a meta-
user interface that supports users to discover, select and perform various multimodal interactions. In
addition, ViRgilites helps users understand what tasks they can complete, shows how to do them,
and presents the user what comes next. It automatically suggests the best way to interact based on
the context and designer preferences. We tested ViRgilites in a preliminary study that looked at
two real-world scenarios, mainly focusing on user opinions about the design and layout of this
new interface. The feedback we gathered demonstrated the usage of ViRgilites for goal-driven VR
applications, and will enable us to further improve the design and behaviour of ViRgilites. Finally,
we implemented a flexible prioritisation approach that recommends, steers or even constrains users
to use the most effective interaction modalities to perform an interaction.
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