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1. Abstract 

Since I want to start this thesis with something like, "In today's world every company seeks to make 

data driven decisions, which enhances even more the need for precise and modern tools for 

visualization," it is difficult for me to begin without running the risk of sounding repetitive.   

Until now, I have encountered similar statements in the beginning of the articles I have been reading, 

but the idea for this work came from a specific one. Maddigan, P., & Susnjak, T. (2023), write about 

their tool Chat2Vis, which generates visuals from natural language. One of the possibilities for future 

work that they mention is the need for end-user evaluation of Chat2Vis.  

So here is the main idea of the thesis. How can a user such as myself, a Master of Management 

student, with a background in finance, who is not a programmer, work with tools such as Chat2Vis (a 

Language to Visualization model), compared with the ones  they normally use (i.e. Power Bi)? I will 

include in my paper also other tools, which stand as alternatives to Chat2Vis.  

After diving into the documentation of the above mentioned tools, I will be presenting some 

theoretical background which will help me understand better and try to explain the way they work and 

the logic behind them.  

Then, I'll use free databases to conduct practical tests, present my findings, and have a conversation 

about the things I discovered and others that still require research. The tests will be focused on 

comparing the performance of innovative NL2VIS tools (Chat2Vis) with commonly used tools (Power 

Bi), in terms of accuracy and user-friendliness. The final goal of the study would be to contribute to 

the study of NL2VIS tools, offering practical user experience and provide insights if they can become 

the new mainstream tools used from businesses for data visualization.  
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2. Literature review 

2.1 Introduction 

Developments in recent years have made it possible to create data visualizations directly from natural 

language. According to research, users find it simpler to have their visualizations derived from 

inputting a sentence than navigating on the menus, selecting the data and then the most appropriate 

chart (Wang Y. et al., 2022). This introductory part will provide a general overview of the technology 

behind natural language to visualizations process, the key concepts, as well as some of the main tools 

used. These tools will be also evaluated in more detail in the following part of the paper. 

The general process of using natural language as a means of communication between human users 

and computers is called Natural Language Processing (NLP). A particular tool which is used in 

performing NLP tasks is the GPT (Generative Pretrained Transformer), known in the forms of GPT-3.5 

or GPT-4, which stands at the core of ChatGPT. GPTs fall within a larger category, which is called the 

Large Language Models (LLMs). Language Models are able to produce new sentences based on the 

analysis of the data provided and the specific rules in their algorithm (Khurana et al., 2023, Liu et al., 

2023). 

To continue the logic of the above paragraph, it is clear that LLMs are able to produce text, but not 

visuals (Chen et al., 2023). However, this text output can serve as an input for other tools, which in 

turn can provide visualizations. For example they can produce code, which can be used by other 

software with the ability to produce visualizations (White et al., 2023). This last statement brings us to 

the concept of Prompt Engineering.  

User input in the form of NL prompts can be too vague for the LLM to understand its intent and 

provide the most accurate output. Therefore, some techniques are needed to further refine the 

prompts and these techniques are included in the process of Prompt Engineering, to which some 

authors refer also as an art (Ekin, 2023). The combination of LLMs with Prompt Engineering, 

materialized in the form of specific tools which provide visualizations from NL will be the focus of this 

paper, first in the form of a literature review aiming to explain the main terms and developments in 

simpler words and further on as an evaluation of the LLM2VIS tools. 

2.2 The evolution of NLP for visualization (NL2VIS) 

The process of transforming the user requests expressed in Natural Language, to visualizations, is 

commonly referred as NL2VIS (Luo et al., 2021). Maddigan et al., 2023, in their work for Chat2Vis, 

which will be in the focus of this paper in the later stages, present the following classification of 

NL2VIS systems: Symbolic NLP, Deep-Learning and LLMs. This is also a timeline, with LLMs being the 

latest technology for NL2VIS tasks. In the following table, a summary of the methods will be 

presented.  
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Additionally, 3 specific examples (1 for each approach) will briefly be explained to illustrate their 

functioning. Additionally, an explanation of how the general rules of the category to which they belong 

apply to them is provided. 

The first category, Symbolic NLP or Rule-Based NLP, relies on building a set of rules to treat the 

user input in natural language, in order to produce the output. In Table 1, the name “Symbolic NLP” is 

chosen for this category, because it includes also the Heuristic and Probabilistic sub-categories, 

besides the Rule-Based one. The Heuristic sub-category derives approximate solutions based on a set 

of rules. In the Rule-Based sub-category, the output is more accurate, but also the complexity of the 

model increases, as well as the need for computational resources. The third sub-category, Probabilistic 

NLP, relies on even-more complex rules based probabilities and grammar and although they offer a 

higher precision, this comes at the cost of more complex models requiring more computational 

resources (Li et al., 2024, Narechania et al. 2020, Maddigan et al., 2023). 

The second category, Deep-Learning, moves away from the rules approach and uses learning via 

Neural Networks to understand user inputs. This makes tools based on this technology more flexible, 

compared to the ones using a static set of rules as was the case in the first approach. Deep-Learning 

based visualization tools (ADVisor, 2021), use also language transformers to produce visualizations, 

but not yet LLMs, which fall under the third category, explained in the next paragraph (Luo et al., 

2020). 

The third category, LLMs, use Large Language Models, which are bigger more complex than the 

Language transformer used in the previous category. Together with Prompt Engineering they explore 

LLMs ability to produce visualizations. Tools based on this technology (Chat2Vis), will be studied 

further in this paper. 

 

 

 

 

 

 

 

 

Table 1: Evolution of NL2VIS 
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2.2.1 Datatone (2015) 

This tool is based on the principle of the rule-based approaches of NLP. NL queries go to the Query 

Analyzer, which maps or translates the language queries into ‘meaningful’ context for data and 

visualizations, typically aiming to find column names, or relationship patterns. The ‘final product’ of 

this phase is a SQL query, generating a view from the database, which is then visualized (Gao et al, 

2015).  

Datatone was chosen as a representative of the first category in Table 1 above. The mapping of the 

queries is a feature these tools commonly share. However, the trend today is to move away from this 

technique, towards deep learning approaches, which can outperform rule-based tools in NL 

visualization tasks (Maddigan et al., 2023, Li et al., 2024). 

2.2.2 ADVisor (2021) 

ADVisor is one of the tools based on the Deep-Learning concept, which aims to resolve the problem of 

the user NL queries being restricted to a set of predefined templates that the rule-based approach 

has. Here, the user doesn’t need to have knowledge about the data or the visualization, prior to 

entering the NL query, as it was previously needed. Instead of the pre-defined sets of rules, a pre-

trained language model called BERT (will be detailed more in the following paragraph) is used. BERT 

makes sure that the user queries are converted into data attributes, which can be found in the tabular 

dataset (Liu et al., 2021). 

 

Figure 1: Simplified working model of ADVisor 

2.2.3 BERT vs GPT 

BERT stands for Bidirectional Encoder Representations from Transformers. It was introduced by 

Google first in 2018. The “bidirectional” ability allows it to understand text from left to right, as well as 

from right to left, which in turn makes understanding words in context and tasks such as question 

answering, its main advantage (Devlin et al., 2018).  

GPT stands for Generative Pre-trained Transformer and it is developed by OpenAI. Unlike BERT, GPT 

analyzes text only in one direction (left to right). This feature makes GPT able to excel in tasks such as 

text generation in the form of sentences, paragraphs, stories and also code. Since the two models 



 

have their own advantages and disadvantages the choice of one versus the other will depend on the 

specific NLP task (Rutherford, 2024). 

For the context of this paper, it is needed to be understood why to choose one or another for data 

visualization tasks. Both models generate text and not visuals, but the above mentioned ability of 

generating code starting from NL prompts is further explored to build

GPT’s code scripts with other layers (Maddigan et al., 2023). 

2.2.4 Chat2Vis (2023)

Chat2Vis was introduced in 2023 by researchers Paula Maddigan and Teo Susnjak and it’s a 

representative of the new tool exploring the 

mentioned above, in order to obtain data visualizations. After its first introduction, Chat2Vis was 

further fine-tuned with multilingual text and pre

let’s represent a simple working model of it (Maddigan et. al., 2023).

Figure 2: Simplified working model of Chat2Vis (Maddigan et. al., 2023)

The authors of Chat2Vis demonstrate in their study that this approach (using LLMs and prompt 

engineering), can produce accurate visualizations even when the query is underspecified, or 

misspecified. Chat2Vis is hosted on Streamlit cloud and in its user

their own database to produce visuals (Maddigan et al., 2023, Katib et

Python based framework, which makes it possible to convert Python language scripts into web apps 

(Dayanithi 2023). Through this technology, user NL queries, prompt engineering, LLMs and 

visualization are integrated all in a sing

in other studies, because of its ability to provide LLMs with both data and prompts at the same time 

(Sartori et. al., 2024).  

Furthermore, Chat2Vis is able to produce 5

allowing the user to compare their performance. These 5

GPT-3.5 Instruct and Code Llama

mentioned models require some refinement, in order for their information to be more precise. Another 

have their own advantages and disadvantages the choice of one versus the other will depend on the 

specific NLP task (Rutherford, 2024).  

text of this paper, it is needed to be understood why to choose one or another for data 

visualization tasks. Both models generate text and not visuals, but the above mentioned ability of 

generating code starting from NL prompts is further explored to build visualizations tools by combining 

GPT’s code scripts with other layers (Maddigan et al., 2023).  

.2.4 Chat2Vis (2023) 

Chat2Vis was introduced in 2023 by researchers Paula Maddigan and Teo Susnjak and it’s a 

representative of the new tool exploring the capacity of LLMs to produce complex code scripts, 

mentioned above, in order to obtain data visualizations. After its first introduction, Chat2Vis was 

tuned with multilingual text and pre-trained models. Before delving into it a little deeper, 

let’s represent a simple working model of it (Maddigan et. al., 2023). 

Figure 2: Simplified working model of Chat2Vis (Maddigan et. al., 2023) 

The authors of Chat2Vis demonstrate in their study that this approach (using LLMs and prompt 

), can produce accurate visualizations even when the query is underspecified, or 

misspecified. Chat2Vis is hosted on Streamlit cloud and in its user-interface allows the users to upload 

their own database to produce visuals (Maddigan et al., 2023, Katib et. al, 2023). Streamlit is a 

Python based framework, which makes it possible to convert Python language scripts into web apps 

(Dayanithi 2023). Through this technology, user NL queries, prompt engineering, LLMs and 

visualization are integrated all in a single system (Alsulami et. al., 2023). Chat2Vis has been used also 

in other studies, because of its ability to provide LLMs with both data and prompts at the same time 

Furthermore, Chat2Vis is able to produce 5 visualizations for each query, based on 5

mpare their performance. These 5 LLMs are ChatGPT-4, ChatGPT

Code Llama. Chat2Vis is able to understand complex queries. However the above 

mentioned models require some refinement, in order for their information to be more precise. Another 
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observation for Chat2Vis is that even though it is a chatbot-based tool, expected therefore to give 

users feedback for their query, justifying the choices made, it doesn’t (Kavaz et. al., 2023). 

2.2.5 LIDA  

LIDA is another visualization tool based on LLMs. Unlike Chat2Vis, LIDA is the product of Microsoft, 

testifying that also big companies are entering the field of data visualization with LLM-powered data 

visualization tools. It was introduced in 2023, during the 61st Annual Meeting of the Association for 

Computational Linguistics (Dibia, 2023). The approach divides visualization task into subtasks, 

therefore LIDA contains 4 parts: 

• Summarizer: Converts the uploaded data into NL summary 

• Goal explorer: Enumerates visualizations 

• Viz Generator: Visualization code 

• Infographer: Converts data into graphs 

Similar to Chat2Vis, also LIDA offers a variety of LLMs to choose, but different from it, besides 

visualization, we can find also the Python code in LIDA. Anyways, as mentioned by the author, 

compared to other tools, offering a user interface, LIDA has code interface, which can bring difficulties 

to users with non-programming experience. LIDA has also a Demo UI interface in their Github page, 

but some installations are needed before using it. 

2.3 Prompt Engineering 

2.3.1 Overview of Prompt Engineering 

LLMs have the fact of being large as a main advantage, implying training in many parameters.  

Therefore, the interaction with the human user can be improved by well-designed prompts. Improved 

prompts lead also to the improvement of the output the user receives, by enhancing its usefulness. 

This has also been defined as guidance, between the large data that LLMs contain and the specific 

output the human user desires. First, the user needs to define the specific response it wants to receive 

from the LLM. Then, the prompt is refined by Prompt Engineering and it may require an iterative 

(systematic) approach, in order to achieve the best results (Cain, 2024, Poddar, 2023).   

Prompt Engineering today is also a programming challenge, because of the choice between simplicity 

and complexity and the specific advantages and disadvantages each approach has. For example, a 

complex approach of Prompt Engineering will bring more “nuanced” output from the LLM, but at the 

same time, it will become more difficult for the LLM to understand user intent. Conversely, with a 

more simple approach the NL inputs will be easier to understand, but the output may not be as 

specific as desired. Whichever the approach, Prompt Engineering remains critical in user interaction 

with LLMs, as it improves the quality and the relevance of the model’s output (Cain, 2024). 

 



 

2.3.2 Prompt Engineering can also be done by users

Besides programmers as mentioned above, Prompt Engineering can be achieved also by the user 

inputting the NL queries. OpenAI, suggests a number of strategies, which will be show

and concise manner in Figure 3 below:

Figure 3: Overview of Prompt Engineering Strategies (OpenAI)

This concludes the general part of Prompt Engineering and the following paragraph will contain more 

relevant information on the focus of 

2.3.3 Examples of Prompt Engineering in visualization tasks

The above strategies can be applied to the context of data visualization tools, especially for obtaining 

the correct script of Python code

the “show-and-tell” one, meaning to provide examples and instructions together with the prompt 

(Maddigan et al., 2023).  

Similar to the software patterns, prompt patterns can be built, a

interaction with LLMs and customize output. An example of output customization is of course 

visualization. The correct approach in this case would be to tell the LLM to generate a text output to 

.3.2 Prompt Engineering can also be done by users 

Besides programmers as mentioned above, Prompt Engineering can be achieved also by the user 

inputting the NL queries. OpenAI, suggests a number of strategies, which will be show

and concise manner in Figure 3 below: 

Figure 3: Overview of Prompt Engineering Strategies (OpenAI) 

This concludes the general part of Prompt Engineering and the following paragraph will contain more 

relevant information on the focus of this for the applications of LLMs in data visualizations.

.3.3 Examples of Prompt Engineering in visualization tasks 

The above strategies can be applied to the context of data visualization tools, especially for obtaining 

the correct script of Python code, in order to produce the required graphs. The best technique will be 

tell” one, meaning to provide examples and instructions together with the prompt 

Similar to the software patterns, prompt patterns can be built, as reusable solutions to improve 

interaction with LLMs and customize output. An example of output customization is of course 

visualization. The correct approach in this case would be to tell the LLM to generate a text output to 

8 

Besides programmers as mentioned above, Prompt Engineering can be achieved also by the user 

inputting the NL queries. OpenAI, suggests a number of strategies, which will be shown in a simplified 

This concludes the general part of Prompt Engineering and the following paragraph will contain more 

this for the applications of LLMs in data visualizations. 

The above strategies can be applied to the context of data visualization tools, especially for obtaining 

, in order to produce the required graphs. The best technique will be 

tell” one, meaning to provide examples and instructions together with the prompt 

s reusable solutions to improve 

interaction with LLMs and customize output. An example of output customization is of course 

visualization. The correct approach in this case would be to tell the LLM to generate a text output to 
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be inputted to another tool, with the final goal to visualize it (White et al., 2023). This approach will be 

presented in a simplified way, in figure 4 below. 

 

 

Figure 4: Representation of the Visualization generator pattern (White et al., 2023) 

This is true also in the case of Chat2Vis. The authors (Maddigan et al., 2023) use a step-by-step 

process in tailoring the prompt they will input to the LLM. This process consists, of providing 

information about the data that will be used and after that they instruct the LLM to provide a Python 

script (Step 1 above) provide it with the needed version it (Step 2 above), together with their final 

intent to graph (Step 3 above) the prompt that will follow. 

2.4. Current market (usage) of visualization tools 

According to a study, approximately 70% of people prefer to have an AI chatbot (similar to Chat GPT) 

as an aid for visualization, instead of inserted software (Rajagopal, 2023). Furthermore, LLMs have 

been in the top 12 as a trend for the last 5 years, especially after the introduction of ChatGPT. There 

is also an increase in funds invested in the research about LLM, with more than 500 organizations 

currently engaged (TrendFeedr, 2024). This is also supported by the research from Fortune Business 

Insight. According to this research, there is a trend in current companies offering widely used 

visualization tools to invest in NLP, in order to enhance their product (Fortune Business Insight, 2024).  

Even with the promising future, it would be useful to check the information about the most used data 

visualization tools from businesses currently, as well as in recent years. Forbes mentions Power Bi and 

Tableau among the best visualization tools, which are introducing components of AI, but are not LLM 
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based (Haan et al., 2024). This is supported also from the Markets and Markets research report, who 

also lists Salesforce (Tableau), Microsoft (Power Bi) as top players in the data Visualization market 

(Markets and Markets, 2021). These are also the two market leaders in the Gartner’s magic quadrant 

of 2020 (Richardson et al., 2020). Based on the above data, it can be inferred that LLM based tools for 

data visualization, despite being in the focus of the companies, are not key players in the market yet. 

 As a closing paragraph of this short overview of the current visualization tools, let’s bring some 

market data, from the mobile phone key players before and after the introduction of smartphones. 

This is to testify that the world has seen before a complete change in the key players of the market in 

the rise of a new technology. Before the introduction of the smart phones, Nokia was dominating the 

mobile phone market. After that, Samsung and Apple managed to surpass it, both with smartphone 

based technology (Cecere et al., 2015). Will LLMs also be the future of data visualization as 

smartphones were to the mobile phone technology? Will we soon need just a NL sentence to have our 

visualization, instead of navigating in the menus of our chosen data visualization tool? These questions 

will be answered in the following years hopefully, by future work, or personal experience of each one 

of us. 

2.5 Summary of Literature review 

In this section, part of the existing knowledge and work in the field of NLP, NL2VIS tasks, as well as 

LLMs usage for visualization was presented. The current research is focused in the LLMs, since these 

models hold some advantages, compared to previous approaches. Together with Prompt Engineering, 

they can achieve results in NL2VIS tasks. There are already some new tools exploring the field, (which 

will be in the focus of this paper later on), as well as investments from several companies in the field, 

but this type of tools are not key players in the market yet. Further exploration, will make sure to 

answer the question, if they will be the new mainstream tools for businesses in the future. 

2.6 What comes next? 

In the literature review part, we talked about LLM based-tools as the third approach to build data 

visualization tools. Based on this, the next section will focus on the presentation of the methods that 

will be used to explore a specific tool based on this technology, Chat2Vis. Our main aim is to compare 

Chat2Vis with a more traditional tool called Power Bi. We’ll do this by doing some tasks (experiments) 

using both Chat2Vis and Power Bi. The outcomes of these experiments will be discussed in Results 

section, and the Discussion Section will be the one where we wrap up our final thoughts on this topic. 
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3. Research questions 

While reading about visualization tools, my approach was to try and understand the current landscape 

of LLM-based visualization tools and the possibility to explore them. Initially I conducted a review of 

literature related to visualization tools, focusing particularly on those utilizing LLM (Large Language 

Models) technology. 

While reading the various articles about LLM visualization tools, I was not able to find studies 

comparing them against more traditional visualization tools. This observation was the basis of the first 

research question: "How do LLM-based visualization tools compare to the more commonly used ones?" 

After this, I shifted my focus to the user experience aspect. I noticed a pattern during the literature 

review. LLM visualization tools are designated for the common user of visualization tools, which may 

have limited programming skills, but they were usually tested by the programmers who built them. 

Based on this, I wanted to investigate the user-friendliness of these tools. This led to the second 

research question: "How user-friendly are these tools for users with little or no programming 

experience?" 

In summary, through these two research questions I aim to contribute to LLM-based visualization 

tools by providing user insights on a specific tool, Chat2Vis. 
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4. Methodology 

It is possible to evaluate LLMs and attempt to compare them with other tools, through standardized 

exams that concentrate on a particular application domain.  For example, Chat GPT has been tested 

with law school exams (Choi et al., 2023) and on medical examinations (Nori et al., 2023). There is no 

standardized exam for evaluations of LLMs in data visualizations, but other tools can be used for this 

purpose (Chen et al., 2023). 

In order to address the first research question, (How do LLM-based visualization tools compare 

to the more commonly used ones?) a comparative evaluation will be performed. 

The chosen tool which will represent the “traditional” approach will be Power Bi. For the newer LLM-

based technology, the chosen tool will be Chat2Vis. The comparative evaluation will be achieved via 

the completion of a series of visualization tasks on both tools and by recording results, in order to gain 

insights on the accuracy of Chat2Vis, compared to Power Bi. As regards to the datasets, publicly 

available ones, such as Iris, Titanic, etc. will be used (Sial et al., 2021, Kocon et al., 2023, Maddigan 

et al., 2023). 

Next, we will focus on the metrics chosen to compare LLM-based tools with traditional ones. For this 

paper, assignments from the Data Science course at UHasselt will be used, and visualizations 

generated by the chosen LLM-based tool (Chat2Vis) will be compared with those from Power BI. 

Specifically, two key metrics will be used: accuracy and efficiency. 

Accuracy will be assessed through the visual inspection and comparison of the correctness of 

visualizations produced by Chat2VIS and Power Bi. This measure ensures that the visualizations are 

not only technically correct but also effectively show the intended information. Specifically, the 

accuracy evaluation will be based on 5 criteria, as below: 

• Correctness of the graph – Does the graph show the correct information? 

• Completeness of data – Does the graph include all the categories in the dataset? 

• Scales – Check the scales of the axis. 

• Clarity – Are the labels clear and readable? 

• Relevance – Can the user identify the main groups or trends from the graph? 

Based on these criteria, we build a table for each of the graphs and show it in the Results section. 

Efficiency will be measured by the time taken for each tool to complete the visualization tasks. This 

includes recording the start and end times of each task and calculating the total duration. The 

relevance of this measure lies in its ability to demonstrate the practicality and usability of Chat2Vis in 

performing practical visualization tasks. (Karat, J. 1997). 

For the second research question (How user-friendly are these tools for users with little or no 

programming experience?) a user experience study will be conducted. The personal experience of 
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the author of this paper while performing the tasks will be provided (Karat, J. 1997). I will be 

performing the tasks of the UHasselt Data Science course with Chat2Vis and Power Bi and provide 

feedback for the ease of use (Wang Y. et al., 2022).  

To make sure that the results are transparent and available to the other users, an online tool in the 

form of a website can be built (He et al. 2023), but this will require programming skills.  Another 

approach would be to make all the materials used during the tests, publicly available on Github (Chen 

et al., 2023, Kocon et al., 2023, Wang et al., 2021). This will be the chosen tool for materials’ 

publications in this paper. The screen recordings of the experiments may be accessed through this 

link: https://github.com/olsi2984/LLMs_evaluation_visualization_Master_thesis 

In order to not overload the paper with information as well as to allow readers to focus and follow the 

main idea, making available the extended results in the appendixes will be used (Noever et al. 2023, 

Wang L. et al., 2021, Kocon et al., 2023). This technique will also be used in this paper and although 

some of the visualizations will be provided in the main text, readers can make use of more extended 

materials in the appendixes, if needed. 

Before beginning with the visualization tasks, we set up Chat2Vis according to the protocol in 

Appendix 1. For Power Bi, the offline version: 2.127.1327.0 64-bit (March 2024), is used.  

The visualization tasks are presented in Appendix 1 and consist of 3 main types of tasks: 

Type 1: Creating visuals from data. The goal is to produce graphs from the datasets and compare 

them with each other for accuracy. Furthermore the time for performing these tasks is recorded. The 

specific task representing type 1 will be to build a histogram of the Age variable, on the Titanic 

dataset. This is followed by two other sub-tasks, changing the name of the axis and the color of the 

graph, so we can see the ability of Chat2Vis to perform this task as well as to record the time needed 

and compare it with Power Bi. Figure 33 shows a representation of this graph derived from the 

software used at UHasselt for this visualization task (KNIME). 

Type 2: Reproducing a visual. In this task, the figures of two graphs are presented and the goal is to 

reproduce them, using Chat2Vis and Power Bi. After this, compare the graphs for accuracy, as well as 

the time it takes to perform them with a tool and the other. For this type, there are two specific tasks. 

The first is to reproduce a scatter plot from the Iris dataset. The required graph is presented in Figure 

5, Appendix 3. The second tasks, is to reproduce a pie chart form the Wines Dataset. The required 

charts are shown in figure 34. 
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Figure 33, Histogram of Age on the Titanic dataset 

 

Figure 34: Scatter plot from the Iris dataset and pie chart from the Wines dataset 

 

Type 3: Taking the visual from a tool to another. Part of the job of producing visuals is also taking 

them from one tool to another, for example take the charts from Chat2Vis or Power Bi and use them 

in a word document as part of a thesis for example. The goal here is to get insight on the user-

friendliness of the selected tools (Chat2Vis and Power Bi). The specific task will be to take all the 

created visuals from Chat2Vis and insert in the word document of this thesis.  
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5. Results 

This section will be divided in three parts. The first one will show time of the visualization tasks. The 

second one, will be dedicated to a presentation of the different visuals produced and their accuracy, 

aiming to answer the first research question (How do LLM-based visualization tools compare to the 

more commonly used ones?). The third part will be dedicated to the user experience in using 

Chat2Vis, in order to answer the second research question (How user-friendly are these tools for users 

with little or no programming experience?). 

5.1. Time recordings 

The times measured do not consider the time spent to find the appropriate menu on Power Bi, or the 

time to think about the NL query on Chat2Vis. The assumption is that the user knows before the menu 

where to click on Power Bi and the query that will be used in Chat2Vis. The type 3 task is performed 

repeatedly after each visualization build in type 1 and 2 and therefore the execution time is not 

measured. 

Set-up time is considered the time from the beginning of the interaction with the tool, up to and 

including the data uploading. Therefore, set-up time for Chat2Vis is inputting the keys and uploading 

the data, while set-up time for Power Bi is uploading the data. Build time is the time needed to 

produce the visual. This means the time for writing the query in Chat2Vis and the time of the different 

LLM models to produce the visuals. For Power Bi, this time is consists of the time navigating the 

various menus plus the time for the tool to produce the graph. 

For the first task, build a histogram of the Age variable, on the Titanic dataset, it can be seen that it 

takes more time on Power Bi than Chat2Vis (84 sec vs. 43 sec), with both set-up and build times 

being higher. However, this difference decreases in the two follow-up tasks which are performed with 

the data being already uploaded, with Power Bi doing better in changing the color of the graph. 

Anyways, for type 1 tasks the total time spend receiving the visuals from Chat2Vis is lower than the 

time spent in Power Bi (84+39+15=138 sec Power Bi VS 43+36+18=97 sec Chat2Vis). 

In type 2 tasks, the same trend is repeated, with Power Bi having higher set-up and build times than 

Chat2Vis, with the differences between the two tools being higher in the set-up than in the build time. 

Power Bi has a lower build time in the task reproducing the scatter plot from the Iris dataset due to 

the fact the NL query typed in Chat2Vis is longer. 

The results of the visualization tasks as regards to time are presented in Table 2 below.  
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Type Task NL query used in Chat2Vis 
Power Bi time (sec) Chat2Vis time (sec) 

Set-up Build Total Set-up Build Total 

Type 1: 

Creating 

visuals from 

data 

Build a histogram of the 

Age variable, on the 

Titanic dataset 

Build a histogram of the Age variable, on the 

Titanic dataset. 
50 34 84 20 23 43 

Changing the name of the 

axis 

Name the horizontal axis Age of passenger 

and the vertical axis number of passengers. 
0 36 39 0 36 36 

Changing the color of the 

graph 
Use the color red for the graph. 0 11 15 0 18 18 

Type 2: 

Reproducing 

a visual 

Reproduce a scatter plot 

from the Iris dataset. 

(Figure 5) 

Build a scatter plot on the iris dataset, 

showing sepal length in the horizontal axis 

and petal length in the vertical axis. 

53 28 81 22 45 67 

Reproduce a pie chart 

form the Wines Dataset 

(Figure 6) 

Build a pie chart by color on the wines 

dataset. 
42 22 64 24 20 44 

Type 3: 

Taking the 

visual from 

a tool to 

another 

Take all the created 

visuals from Chat2Vis and 

insert in the word 

document of this thesis 

- - - - - - - 

Table 2: Visualization tasks times
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The most important trends noticed in the times are three. Firstly, it takes more time to set-up Power 

Bi than Chat2Vis, with set-up up times been higher in both tasks. The set-up time mainly consists on 

the data uploading. This can also be seen in the graph below. 

Figure 35: Set-up and build times 

 

Secondly, if we perform other visualization tasks, with the data being already uploaded, such as 

changing the color, or changing the names of the axes, this difference lower. Power Bi does actually 

better in changing the color of the graph. This show that once the data is uploaded and you are 

familiar with the tool, you can achieve customizing tasks of a visual via a NL query (Chat2Vis) or 

menu clicks (Power Bi) in a similar time. This is shown also in the graph below: 

Figure 36: Build times 

 

Thirdly, if the length of the NL queries increases, the difference in build time decreases. This is 

because the time for writing the query, adds to the build time of Chat2Vis. If we sort the NL queries 

from the shorter one, to the longer, we get the graph below, showing an increase in build time for 

Chat2Vis, as the length of the NL queries increases. 
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Figure 37: Build times and query length, Chat2Vis

As a summary of Table 2, it can be said that

assuming that time is the only important factor this would make Chat2Vis more preferable than Power 

Bi, if the user needs to perform one single visualization task

perform more than 1 task in the same database, for example customizing the visual, than the 

differences in time between the two tools are lower. Another factor to consider is the length of the NL 

query needed. If the query is longer, it takes more time to b

considering the difference in set

5.2. Accuracy of the visualizations

The next part of this section will consider the results of the experiments as regards to the 

the visuals produced by Chat2Vis, b

For the first chart type, the histogram, we build table 3, with the relevant criteria present in the 

Methodology section, each customized for this specific graph, as well as the comments.

Regarding the correctness of the histogram graphs (see Figure 28), that proved difficult to assess, 

without specifying the number of age bins. For this reason, we re

and Chat2Vis and present the results in figure 38. For

histogram of the Age variable, on the Titanic dataset. Group Age in bins of 10 years each.”

In Table 3, we can see that the graph rendered from the model GPT 3.5

not show the correct scale in the y

with age bins specifications, the rendered graph (Figure 38), shows the same scale and the same 

result for each bin, as Power Bi. The model Code Llama did not generate a graph 

we performed this task.  

Figure 37: Build times and query length, Chat2Vis 

As a summary of Table 2, it can be said that Chat2Vis has lower set-up times than Power Bi and 

assuming that time is the only important factor this would make Chat2Vis more preferable than Power 

m one single visualization task, from a specific database. If we need to 

erform more than 1 task in the same database, for example customizing the visual, than the 

differences in time between the two tools are lower. Another factor to consider is the length of the NL 

query needed. If the query is longer, it takes more time to build the visual in Chat2Vis, with

in set-up time. 

ations 

The next part of this section will consider the results of the experiments as regards to the 

the visuals produced by Chat2Vis, by putting them side by side with the visuals produced by Power Bi.

For the first chart type, the histogram, we build table 3, with the relevant criteria present in the 

Methodology section, each customized for this specific graph, as well as the comments.

Regarding the correctness of the histogram graphs (see Figure 28), that proved difficult to assess, 

without specifying the number of age bins. For this reason, we re-perform this task, both in Power Bi 

and Chat2Vis and present the results in figure 38. For this task, we use the NL query

histogram of the Age variable, on the Titanic dataset. Group Age in bins of 10 years each.”

In Table 3, we can see that the graph rendered from the model GPT 3.5-instruct in Chat2 Vis, does 

e in the y-axis (The red cell in the table), but after re-

with age bins specifications, the rendered graph (Figure 38), shows the same scale and the same 

result for each bin, as Power Bi. The model Code Llama did not generate a graph 
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up times than Power Bi and 

assuming that time is the only important factor this would make Chat2Vis more preferable than Power 

, from a specific database. If we need to 

erform more than 1 task in the same database, for example customizing the visual, than the 

differences in time between the two tools are lower. Another factor to consider is the length of the NL 

uild the visual in Chat2Vis, without 

The next part of this section will consider the results of the experiments as regards to the accuracy of 

y putting them side by side with the visuals produced by Power Bi. 

For the first chart type, the histogram, we build table 3, with the relevant criteria present in the 

Methodology section, each customized for this specific graph, as well as the comments. 

Regarding the correctness of the histogram graphs (see Figure 28), that proved difficult to assess, 

perform this task, both in Power Bi 

this task, we use the NL query “Build a 

histogram of the Age variable, on the Titanic dataset. Group Age in bins of 10 years each.” 

instruct in Chat2 Vis, does 

-performing the tasks, 

with age bins specifications, the rendered graph (Figure 38), shows the same scale and the same 

result for each bin, as Power Bi. The model Code Llama did not generate a graph in the second time 



 

Table 3: Accuracy evaluation, histogram

Criteria 

Correctness of the 

Graph 
  

Correct number of 
passengers for each 
group of age 

Difficult to 
without specifying 
the number of bins

Completeness of data   

The graph includes all 
age categories 

Ages from 0 to 80

Scales   

Size of the bins (x-axis) 
bins of 10 years, 
starting from 0

Scale of y-axis From 0 to 200

Clarity   

Reading the labels 
Labels are clear and 
readable

Relevance   

Peaks and trends 
The largest group of 
passengers is in the 
age group 20 

 

As regards, to the completeness of the data, both Chat2Vis rendered graphs include all the categories 

of age, form 0 to 80 years. The labels are clear and readable. For the relevance, it can be said

first, the model rendered from GPT 3.5 

retrieve the graph the second time, it correctly shows the largest group of passengers having the age 

20 – 30 years old. 

Figure 38: Charts from Power Bi

Power Bi   

Table 3: Accuracy evaluation, histogram  

Power Bi 
Chat2Vis (GPT 3.5 

– Instruct) 
Chat2Vis (Code 

    

Difficult to assess 
without specifying 
the number of bins 

Difficult to assess 
without specifying 
the number of bins 

Difficult to assess 
without specifying 
the number of bins

    

Ages from 0 to 80 Ages from 0 to 80 Ages from 0 to 80

    

bins of 10 years, 
starting from 0 

bins of 10 years, 
starting from 0 

bins of 10 years, 
starting from 0

From 0 to 200 From 0 to 177 From 0 to 25

    

Labels are clear and 
readable 

Labels are clear and 
readable 

Labels are clear and 
readable

    

The largest group of 
passengers is in the 
age group 20 - 30 

The largest group of 
passengers is in the 
age group 30 - 40 

The largest group of 
passengers is in the 
age group 30 

As regards, to the completeness of the data, both Chat2Vis rendered graphs include all the categories 

The labels are clear and readable. For the relevance, it can be said

first, the model rendered from GPT 3.5 – Instruct, did not show the correct group, but when we 

retrieve the graph the second time, it correctly shows the largest group of passengers having the age 

Figure 38: Charts from Power Bi and GPT 3.5 –Instruct, with Age variable bins of 10 years each.

  Chat2Vis (GPT 3.5 – Instruct) 
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Chat2Vis (Code 
Llama) 

Difficult to assess 
without specifying 
the number of bins 

Ages from 0 to 80 

bins of 10 years, 
starting from 0 

From 0 to 25 

Labels are clear and 
readable 

largest group of 
passengers is in the 
age group 30 - 40 

As regards, to the completeness of the data, both Chat2Vis rendered graphs include all the categories 

The labels are clear and readable. For the relevance, it can be said that at 

Instruct, did not show the correct group, but when we 

retrieve the graph the second time, it correctly shows the largest group of passengers having the age 

Instruct, with Age variable bins of 10 years each. 

 



 

Figure 28: Build a histogram of the Age variable, on the Titanic dataset

Power Bi:      

Chat2Vis (Code Llama): 

Build a histogram of the Age variable, on the Titanic dataset. 

   Chat2Vis (GPT 3.5 – Instruct) 

 

 

The picture shows the results of the first task, with Chat2Vis producing 

graphs from 2 LLM models. The graph produced from 

Chat2Vis gives the idea of the major concentration of the between 

ages 20 – 30 years, while the graph from GPT 3.5

shows the largest group in the age 30-40 years. However, this 

changes, when we perform the task for the second time and specify 

the number of bins. 
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The picture shows the results of the first task, with Chat2Vis producing 

graph produced from Code Llama in 

the idea of the major concentration of the between 

while the graph from GPT 3.5- Instruct incorrectly 

40 years. However, this 

changes, when we perform the task for the second time and specify 



 

Figure 29: Changing the name of the axis: Both LLMs we

Chat2Vis (GPT 3.5 – Instruct):    

 

Figure 30: Changing the color of the graph: Both models were able to change the color of the graph from blue to red.

Chat2Vis (GPT 3.5 – Instruct):    

Both LLMs were able to change the names on the axis, following the NL query.

   Chat2Vis (Code Llama): 

Both models were able to change the color of the graph from blue to red. 

   Chat2Vis (Code Llama): 
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re able to change the names on the axis, following the NL query. 

 

 

 



 

Figure 31: Reproduce a scatter plot from the Iris dataset according to Figure 5 in Appendix 3

Power Bi:      

 

Code Llama: 

tter plot from the Iris dataset according to Figure 5 in Appendix 3 

   Chat2Vis (GPT 3.5 – Instruct) 

All the three graphs give the idea of the two

The chart from GPT 3.5 - instruct contains also the measure 

“cm” in both axes. For this graph, we build table 4, in the next 

page, with the relevant criteria and comments.
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All the three graphs give the idea of the two clusters forming. 

instruct contains also the measure 

For this graph, we build table 4, in the next 

page, with the relevant criteria and comments. 
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Table 4: Accuracy of the scatterplot. 

Criteria Power Bi 
Chat2Vis (GPT 3.5 – 

Instruct) 
Chat2Vis (Code Llama) 

Correctness of the Graph       

Each point has the right 
coordinate (approximate, by 
splitting the graphs area into 
smaller squares and 
observing the number and 
positioning of the dots) 

Serves as benchmark for 
comparison 

Correct number of points and 
positioning compared to 
Power BI 

Correct number of points and 
positioning compared to 
Power BI 

Completeness of data       

The graph includes all 
categories 

Includes the range, up to 
petal length of 7 cm and 
sepal length of 8 cm 

Includes the range, up to 
petal length of 7 cm and 
sepal length of 8 cm 

Includes the range, up to 
petal length of 7 cm and 
sepal length of 8 cm 

Scales       

Scale of x-axis (Petal length) 
Starts from 1, up to 7, with 
steps from 1 cm 

Starts from 1, up to 7, with 
steps from 1 cm 

Starts from 1, up to 7, with 
steps from 1 cm 

Scale of y-axis 
Starts from 4, up to 8, with 
steps from 1 cm 

Starts from 4.5, with steps 
from 0.5 cm 

Starts from 4.5, with steps 
from 0.5 cm 

Clarity       

Reading the labels 
The labels are clear and 
readable, show also the unit 
(cm) 

The labels are clear and 
readable, show also the unit 
(cm) 

The labels are clear and 
readable However, it does 
not show the unit (cm) 

Relevance       

Identifying groups (clusters) 
There are 2 clusters visible. 
One above petal length 2 cm, 
and the other below 

There are 2 clusters visible. 
One above petal length 2 cm, 
and the other below 

There are 2 clusters visible. 
One above petal length 2 cm, 
and the other below 

 

For the scatterplot, first we observe the various points in the 

graphs produced by Chat2Vis by considering smaller sections one 

by one. Both models (GPT 3.5 – Instruct and Code Llama) in this 

case, give the correct number of points. Next we check if the 

graphs include all the categories by looking at the ranges of the 

axis. Both graphs show all the range. Further down the table, we 

check also the scales used in the axis and we notice that 0.5 cm 

steps, instead of 1 cm, but we consider it acceptable as it does not 

affect the general view of the graph. The labels also here are clear 

and readable, but we notice that Code Llama does not show the 

units of the axis (cm), making it a little more difficult for the user. 

Lastly, we consider the relevance of the graphs and as we can see, 

both graphs show the two clusters forming above and below the 

petal length 2 cm. 

  



 

Figure 32: Reproduce a pie chart form the Wines Dataset 

Power Bi:      

 

Chat2Vis (GPT 3.5 – Instruct) 

Reproduce a pie chart form the Wines Dataset according to Figure 6 in Appendix 3 

   Chat2Vis (GPT 3.5) 

 

For this task, the pie chart was produced from GPT 3.5 and GPT 3.5 I

Both models give the correct percentages, but they position the red color wines 

in different parts of the circle. For this graph, we build table 5, in the next page 

with the relevant criteria and comments. 
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duced from GPT 3.5 and GPT 3.5 Instruct. 

Both models give the correct percentages, but they position the red color wines 

For this graph, we build table 5, in the next page 
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Table 5: accuracy of the pie chart 

Criteria Power Bi 
Chat2Vis (GPT 

3.5) 

Chat2Vis (GPT 

3.5 – Instruct) 

Correctness of the 

Graph 
      

Correct percentages for 
each group 

75.39% white, 
24.61% red 

75.4% white, 
24.6% red 

75.4% white, 
24.6% red 

Completeness of data       

The graph includes all 
categories (colors) of 
wines 

The graph shows 2 
groups 

The graph shows 2 
groups 

The graph shows 2 
groups 

Scales       

Decimal points of the 
percentages 

2 decimal points 1 decimal point 1 decimal point 

Clarity       

Reading the labels 

The labels are clear 
and readable, 
includes also the 
actual number of 
wines, besides 
percentages 

The labels are clear 
and readable 

The labels are clear 
and readable 

Relevance       

Identifying groups of 
wine 

2 groups of wines, 
as regards to color, 
white and red 

2 groups of wines, 
as regards to color, 
white and red 

2 groups of wines, 
as regards to color, 
white and red 

 

We evaluate the correctness of the pie charts by looking at the percentages of each group. Power Bi 

shows 75.39% white and 24.61% red wines, while both models on Chat2Vis show 75.4% white and 

24.6% red. We consider this small change a rounding and thus, acceptable. For the completeness, we 

can see that all graphs show two groups of wines, so we can say that they show the complete range of 

data. For the scales, we notice that Power Bi offers more details by showing two decimal points 

instead of one, and furthermore, it shows also the number of wines contained in each group. However, 

the labels of both graphs rendered by Chat2Vis are clear and readable. Lastly for the relevance, both 

graphs correctly show two groups of wines.  

 

After presenting side-by-side all the graphs, it can be said that in all the visualization tasks, the LLMs 

in Chat2Vis were able to produce accurate graphs, with some minor changes from the ones in Power 

Bi. The most precise measure of accuracy was in the last task, where LLMs showed the correct 

percentages in the pie chart. However, for the histogram chart, we needed to re-perform the task in 

order to specify the number of bins, in order to evaluate accuracy better. 

 

A final statement about the first research question, after taking in consideration time and accuracy of 

the graphs is what comes next. So, our question was how do LLM based tools compare to more 

traditional one, in terms of time and accuracy. In our case, the selected tools were Chat2Vis and 

Power Bi. Therefore, the answer of the first research question is that yes, from our visualization tasks 
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it resulted that Chat2Vis as a LLM-based tool can produce accurate visuals faster than Power Bi. Of 

course, this study does not intend to provide an exhausting number of visualization tasks. The tasks 

we performed were of a simple difficulty, typically used in the beginning of a Data Science task, 

aiming to get a feel of the data, by checking for outliers, balance of the dataset, etc. 

 

5.3. User-friendliness 

 

The following and last section of this part, will discuss the user-friendliness of Chat2Vis, compared to 

Power Bi. The use of NL queries, as compared to menu navigation, makes it more comfortable to 

produce graphs, even when you compare it to a familiar tool for the user, of which you know the 

menus. We show the various criteria used, in table 6 as well as the comments for each. 

 

Table 6: User-friendliness criteria 

Criteria Chat2Vis comment Power Bi comment 

Data uploading time Faster than Power Bi Slower than Chat2Vis 

Graph customization Possible 
Also possible, via the various 

menus 

Transform the data after 

uploading 

Not possible, you need to 

perform the changes in the 

CSV file and then upload again. 

Possible 

Transferring the visuals to 

another document 

Possible. The procedure is 

straightforward, copy-paste. 

Possible, but it is easier with 

Chat2Vis. 

Uploading more than one file of 

data 
Possible. Also possible. 

Building dashboard-like reports 

with multiple graphs. 

Not possible. You can build only 

one visual at a time. 

Possible. This is a key feature 

of Power Bi. 

 

Data uploading in Chat2Vis is faster than Power Bi, making it a preferred tool when the user needs to 

build simple visuals that help to get a feel of the data. Chat2Vis supports also customizations, such as 

axes renaming or color, by adding sentences to the NL query. However, in tools such as Power Bi the 

user can also edit and transform the data once uploaded. This is not possible in Chat2Vis. If the data 

needs cleaning, this should be done previously in the CSV file.  

 

Another preferred feature of Chat2Vis is the easiness of copying the visuals from the tool to the word 

document. Chat2Vis allows right-clicking the graphs and copying them to another tool or report. It 

should be mentioned that one of the tasks the users can achieve with Power Bi is building reports by 

putting different graphs, from different databases, in a single page and exporting it to PDF. This is not 

possible for the moment with Chat2Vis, because although the user can upload multiple datasets, the 
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data from which you intend to produce visuals should be selected before. It allows only one selection, 

meaning that it is possible to receive only one visual at a time. 

 

After the above analysis, it is opportune to give an answer to the second research question, how user-

friendly is Chat2Vis, for users with little or no programming experience. The answer is that yes, 

according to my experience in performing the visualization tasks, Chat2Vis has a friendly user-

interface. You can easily find where to upload the data and where to input the NL query and the 

answer from the system for a NL query, it is also fast, being that in the form of a visual, or of an error 

message. 

 

User-friendliness of LLM-based visualization tools (Chat2Vis) was the last part of the Results section. 

The next session will be about a more general discussion about the contributions and limitations of 

this study, as well as a final and broader discussion about LLMs and their visual-building potential in 

the future. Discussion will be also the final section of this paper. Interested reader can find some more 

detailed information in the appendices, after the References part. 
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6. Discussion 

 

After performing the visualization tasks, we come to this part of the final discussion. In my research 

about other similar works on Chat2Vis, I was able to find several mentions of it as an LLM-based tool 

for visualization, but only one (Kavaz et al., 2023) actually used it to build visuals. This is where this 

work aims to give its contribution, by adding insights and practical experience from an independent 

user. 

In reflecting critically on my research findings, it's important to consider how they align with the 

existing literature. While the literature emphasizes the potential of LLM-based tools like Chat2Vis for 

user-friendly visualization creation, my study provides practical evidence supporting these claims. 

However, it also highlights the limitations that come with relying solely on such tools for 

comprehensive data analysis and reporting. 

Methodological Reflections 

The methodological choices in this study were largely effective in achieving the research goals. Using 

simple visualization tasks from the Data Science course of UHasselt allowed for a straightforward 

assessment of Chat2Vis's capabilities in generating visuals from NL queries. However, this choice also 

introduced limitations. The simplicity of the tasks did not allow for an evaluation of Chat2Vis's 

performance with more complex, real-world data visualization needs. Future studies should consider 

incorporating more complex and varied tasks to better assess the tool's capabilities and limitations. 

Another methodological aspect to reflect on is the exclusive use of English NL queries. This choice was 

made to standardize the evaluation and because English is widely used in data science. However, 

Chat2Vis supports multiple languages (Madiggan et al., 2023), and testing with other languages could 

provide a more comprehensive evaluation of its usability and accessibility. Future research could 

include a broader range of languages to understand better the tool's applicability in a global context. 

Lastly, future work should consider the use of experts and software for a more detailed evaluation of 

the accuracy of the graphs rendered by the LLM tool. We use only 5 specific criteria and visual 

comparison in this paper, but experts can add even more criteria, as well as more detailed evaluation 

of the accuracy of the graphs. 

Limitations and Future Research 

One of the primary limitations of this study is the assumption that users are familiar with Power BI, 

which was used as a benchmark for comparison. This assumption may not hold true for all potential 

users of Chat2Vis. A more comprehensive study could include comparisons with other visualization 

tools that users might not be as familiar with, to more accurately assess the user-friendliness of LLM-

based tools. 
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Another limitation is the exclusion of lengthy NL queries and complex prompt engineering. While the 

simplicity of the tasks used provided a clear demonstration of Chat2Vis's basic functionality, it did not 

challenge the tool's ability to handle more complex queries that may be necessary for advanced data 

analysis. Future research could explore the limits of Chat2Vis's NL processing capabilities and its 

effectiveness in handling more intricate and detailed prompts. 

Furthermore, future researchers on LLM-based visualization tools should consider recruiting different 

users from different professions, or even a specific group, who normally use visualization tools in their 

jobs and record their findings, in order to add more value to the user experience study, which is done 

by a single user in this paper. 

Expectations and Findings 

When starting this research, I expected to find that Chat2Vis would significantly simplify the process 

of creating data visualizations. This expectation was met to an extent, as the tool indeed facilitates the 

creation of visuals through NL queries. However, the study also revealed that while Chat2Vis is useful 

for generating basic visuals, it lacks the advanced data manipulation and integration capabilities 

required for more comprehensive data analysis and reporting. 

Scientific Value and Suggestions for Future Research 

This study contributes to existing work by providing practical insights into the use of LLM-based tools 

for data visualization, specifically Chat2Vis. It underscores the potential of these tools to enhance user 

experience by simplifying the visualization process. However, it also highlights the need for further 

development to incorporate advanced features such as data cleaning, transformation, and integration 

of multiple datasets. 

Future research should focus on several areas to build on these findings: 

• Expansion of the range of tasks and queries by incorporating more complex and varied 

visualization tasks to better understand the tool's capabilities. 

• Multi-language evaluation: Assessing Chat2Vis's performance with queries in different 

languages to evaluate its capabilities in a more global environment. 

• Comparison with a broader set of tools: Including a variety of visualization tools in the 

comparison to provide a more comprehensive evaluation of user-friendliness. 

• Include a more comprehensive user experience study, by recruiting more users to 

assess more correctly the user-friendliness of the chosen tool. 

• Include experts and software for the accuracy evaluation of the graphs. 

• Exploring advanced features: Investigating the integration of data manipulation, cleaning, 

and reporting functionalities to enhance the tool's utility for comprehensive data analysis. 
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Personal Reflections 

I would like to close this paper with my personal thought after conducting this research, as a user of 

data visualization tools in my daily work as a finance specialist. The possibility to build accurate visuals 

by using NL is indeed very helpful, but the needs of a normal user go beyond producing a visual. They 

include also the possibility to clean and transform the data, as well as to build complex reports from 

multiple datasets, which Chat2Vis does not offer for the moment. So my final thought is that rather 

than replacing traditional visualization tools, LLM-based tools can offer a powerful addition to them, 

allowing user to have in the same place the easiness of building graphs from NL as well as the 

possibility to edit, transform, data and build complex reports. 
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8. Appendices 

8.1 Appendix 1, Visualization tasks 

The tasks will be divided in 3 types:  

In type 1 tasks, we will be producing visuals from the datasets. In type 2 tasks we will be reproducing 

two charts and in type 3 tasks we will try to take the produced visuals from the respective tools 

(Power Bi and Chat2Vis) and bring them to the main word document of the thesis. 

Main task type 1:Creating visuals from data 

• Build a histogram of the Age variable, on the Titanic dataset. 

Follow up on task 1, to customize 

• Try to change names of the axis 

• Try to change the colors of the graph 

Main task type 2: Reproducing a visual 

• Reproduce the scatter plot in Figure 5, using Iris dataset. 

• Reproduce the visual in Figure 6, using the Wines Dataset. 

 

Figure 5: Scatter Plot from the iris dataset 
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Figure 6: Pie Chart Wine dataset 

Main task type 3: Taking the visual from a tool to another. 

• Take all the created visuals from Chat2Vis and insert in the word document of this thesis. Do 

the same with Power Bi. 

8.2 Appendix 2, Setting up Chat2Vis 

Before proceeding with the set up of Chat2Vis, a short presentation of the interface of this tool will be 

shown. 

Chat2Vis interface: 

The link where we can find Chat2Vis is: 

https://chat2vis.streamlit.app/. Chat2Vis 

interface consists of two parts; there is a grey 

column to the left of the screen, showing the 

names of the authors, the link to their 2 

published papers, as well the link to the blog of 

one of the authors Paula Maddigan. This is 

shown also in Figure 7. 
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Figure 7: Chat2Vis interface (1 of 6) 

 

By continuing below, it can be seen that 

Chat2Vis has already 7 datasets uploaded and 

allows the user to choose one of them and 

create visualization. This is shown in Figure 8. 

Figure 8: Chat2Vis interface (2 of 6) 

By continuing below in the grey column, we come to the section where the users can upload their own 

datasets. As of April 6 2024, we can see that Chat2Vis accepts only CSV files. This is shown in figure 

8. 

Figure 8-bis: Chat2Vis interface (3 of 6) 

 

The next session of the grey column presents 

the 5 LLMs from which Chat2Vis is able to 

produce visuals, as of April 6, 2024. This is 

shown in Figure 9. 
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Figure 9: Chat2Vis interface (4 of 6) 

The main section of the Chat2Vis interface (on the right of the grey column), allows the users to input 

their NL query and click then click on “go” to see the visual. Above this sub-section there are two 

smaller sub-sections for the OpenAI Key and the HuggingFace Key. The little question mark on the 

top-right shows for which LLM these keys are needed, when you hover with your mouse above them. 

This section is shown in figure 10, below. 

 

Figure 10: Chat2Vis interface (5 of 6) 

The last section is located below of the “go” button and allows the user to have an overview of the 

uploaded datasets, each displayed in a separate window. The datasets uploaded by the user get 

displayed here as well, after uploading them. This is shown in Figure 11, below. 
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Figure 11: Chat2Vis interface (6 of 6) 

Chat2Vis set-up 

In order to use Chat2Vis we need 2 kinds of keys, an OpenAI Key and a HuggingFace Key. The first 

one is needed for ChatGPT and the second for Code Llama. 

OpenAI key: 

In order to obtain the OpenAi key, I logged in to the link https://platform.openai.com/api-keys and 

logged in with my Google account. The next step is to verify the phone number. You receive a SMS 

with a code from OpenAi, which you need to put on the website. Next, you create the key, which you 

can copy and paste to the Chat2Vis website. The user may proceed directly to produce visuals only 

with OpenAI key, by “un-clicking” the Code Llama option from the “Choose your model(s):” section at 

the bottom of the grey column. 

To check if Chat2Vis is working we use the following NL query to produce the visual, by using the 

datasets that are already uploaded: “Show a pie chart of the Movies by genre.” Chat2Vis was able to 

produce the required visual from the GPT-3.5 instruct LLM version. The other OPenAI LLM versions 

produced error messages. This is shown in Figure 12, below: 
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Figure 12: Pie chart of the Movies dataset, by genre. 

HuggingFace Key: 

In order to obtain a HuggingFace key I clicked on the link: 

https://huggingface.co/docs/hub/en/security-tokens. Then I clicked on settingsto generate the token 

to copy to the Chat2Vis website. We use the same NL query, “Show a pie chart of the Movies by 

genre.” to check the results. This time ChatGPT 3.5 and ChatGPT 3.5 instruct produced the visual, but 

all the other models produced error messages. This is shown in Figure 13 below. 

 

Figure 13: Pie chart of the Movies dataset, by genre. 

 

 

 

 

 

 



 

8.3 Appendix 3, Experiments

Main task type 1: Creating visuals from data

• Build a histogram of the Age variable, on the Titanic dataset.

Figure 14: Histogram of Age, Power Bi

 

 

Figure 15: Histogram of Age, Chat2Vis

.3 Appendix 3, Experiments 

Main task type 1: Creating visuals from data 

Build a histogram of the Age variable, on the Titanic dataset. 

Power Bi 

Chat2Vis, GPT-3.5 Instruct 
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Figure 16: Histogram of Age, Chat2Vis, 

• Try to change names of the axis for the histogram of Age

Figure 17: Changing the names of the axis, 

Figure 18: Changing the names of the axis, 

Figure 19: Changing the names of the axis, 

Chat2Vis, Code Llama:

Try to change names of the axis for the histogram of Age 

Changing the names of the axis, Power Bi 

Changing the names of the axis, Chat2Vis (GPT-3.5 Instruct) 

Changing the names of the axis, Chat2Vis, Code Llama: 
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• Try to change the colors of the graph for the histogram of Age

Figure 20: Changing the color of the graph, Power Bi

Figure 21: Changing the color of the graph, 

Figure 22: Changing the color of the graph, Chat2Vis, Code Llama

Try to change the colors of the graph for the histogram of Age 

Figure 20: Changing the color of the graph, Power Bi 

Figure 21: Changing the color of the graph, Chat2Vis (GPT-3.5 Instruct) 

Figure 22: Changing the color of the graph, Chat2Vis, Code Llama 
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• Reproduce the scatter plot in Figure 5, using Iris dataset.

Figure 23: Scatter plot, Power Bi:

Reproduce the scatter plot in Figure 5, using Iris dataset. 

Power Bi: 
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Figure 24: Scatter plot, Chat2Vis

 

 

 

Figure 25: Scatter plot Chat2Vis, Code Llama

• Reproduce the visual in Figure 6, using the Wines Dataset.

Figure 26: Pie chart, Power Bi: 

Chat2Vis (ChatGPT-3.5)

Figure 25: Scatter plot Chat2Vis, Code Llama 

Reproduce the visual in Figure 6, using the Wines Dataset. 
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Figure 27: Chat2Vis (ChatGPT-3.5 and GPT

 

 

• Take all the created visuals from Chat2Vis and insert in the word document of this thesis. Do 

the same with Power Bi.

In order to copy a graph from Chat2Vis, is straightforward. You can right

and then paste it to the word doc

the produced visuals to the word document, a print

 

 

3.5 and GPT-3.5 Instruct) 

Take all the created visuals from Chat2Vis and insert in the word document of this thesis. Do 

the same with Power Bi. 

In order to copy a graph from Chat2Vis, is straightforward. You can right-click the graph, select “copy” 

and then paste it to the word document. I wasn’t able to do the same with Power Bi. In order to get 

the produced visuals to the word document, a print-screen was needed. 
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Take all the created visuals from Chat2Vis and insert in the word document of this thesis. Do 

click the graph, select “copy” 

ument. I wasn’t able to do the same with Power Bi. In order to get 


