
 

AI fairness definitions vary widely across different sources and contexts.
Lack of differentiation among 80 types of fairness definitions in AI design poses challenges.

Legal frameworks like EU AI ACT and Canada's AIDA align with proposed design agenda.
Bias mitigation and transparent practices are pivotal for equitable AI decision-making.

Fragmented legal approaches highlight the need for a comprehensive design agenda.
The findings underscore the varying definitions and challenges of fairness across industries,

emphasizing the need for interdisciplinary collaboration, legal alignment, and the potential of fair
AI in promoting inclusive decision-making in industries like Human Resources, Financial sector

and Health Care.
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As artificial intelligence (AI) advances, fairness becomes
pivotal.
Ensuring equitable outcomes and addressing biases is
paramount.
This presentation explores AI design fairness, tackling
challenges and proposing solutions for responsible and inclusive
systems.

What are the definitions that are accepted by the industry for
expressing fairness in AI?
How do definitions change for different applications & purposes?
Is it possible to have a framework of definitions of AI Fairness based
on industry usage?

Investigate fairness in AI systems, examining challenges, implications,
and solutions across industries. Contribute to equitable and responsible AI
deployment by addressing bias and inequality. Clarify fairness definitions
to enhance communication and development of fair AI systems.
Research Questions:

Database: Conducted comprehensive searches on Google Scholar and
Elsevier
Approach: Systematic review of existing literature
Inclusion Criteria: Focused on AI fairness in industrial contexts, post-
2010 publications
Selected: 30 relevant papers
Excluded: 25 papers not meeting AI fairness in industries criteria
Examined industry-specific AI fairness 
Insights: Explored challenges and opportunities in fair AI
implementation
Keywords: Artificial Intelligence, Fairness, AI Fairness Metrics,
Industry Applications, Fairness in Industries, Systematic Review,
Algorithmic Bias, Case Studies, Ethical AI, Responsible AI, Equity in
AI.

Methodology:

Develop a unified theoretical framework for fair AI design for different industries.
Enhance interdisciplinary collaboration between AI, Software Engineering, and Legal domains.
Align AI design agenda with emerging legal initiatives for ethical and responsible development.
Prioritize addressing sources of bias through data, algorithm, and user perspectives.
Foster transparency, accountability, and trust-building practices in AI systems.
Limited Literature: Scarcity of AI fairness literature in industries limits comprehensive insights.
Exclusion of Technical Details: Focusing on ethics excludes technical AI nuances from discussion.
Contextual Variation: Findings' applicability may vary in diverse industries and cultures.

Diverse fairness definitions exist, requiring clarity and
differentiation.
Various contexts and legal frameworks influence fair AI
implementation.
A theoretical design agenda for each industry can guide
industry practitioners effectively.
Collaborative efforts across disciplines are crucial for fair
AI advancement.
Responsible AI practices are crucial for building trust and
inclusivity.


