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Abstract

In the ever-evolving landscape of marketing, the quest for precision
and personalization has led to the concept of ”Next Best Action” (NBA),
where the most suitable marketing action is recommended for individual
customers in real-time. The decision of choosing the right marketing ac-
tion at the right time is one of the most impactful aspects in improving
the return on investment (ROI) of marketing campaigns. This master’s
thesis explores the integration of reinforcement learning (RL) techniques
into marketing models, focusing specifically on the data requirements
and preparation necessary for implementing RL in the context of NBA
strategies. RL is a sub-branch of machine learning (ML) and a pow-
erful technique in application to marketing models, which outperforms
traditional marketing techniques by dynamically optimizing marketing
processes through iterative learning and sequential decision making. RL
algorithms however, require very specific input data, which is not always
available within marketing companies. For this reason, the feasibility and
limitations of the application of RL on NBA is tested, with the scope
on marketing data requirements. The results have shown that marketing
data can certainly be transformed into inputs for RL models if state tran-
sition probability matrices can be obtained after conducting analyses on
the data. The first part of this thesis delves into the theoretical founda-
tions of RL, its application in NBA and the scientific literature upon data
requirements for NBA systems using RL. The second part of the research
focuses on the technical aspect of data requirements and preparation for
the implementation of RL in NBA. This includes the preparation of mar-
keting data and results in an overview of different key components, which
can be used as input to execute an RL experiment. Lastly, the feasi-
bility of the deployment of RL algorithms on NBA models is discussed
in terms of limitations and difficulties, regarding to the data preparation
experiment.

Keywords— Reinforcement Learning, Next Best Action, Marketing,
Data Requirements, Data preparation
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1 Introduction

The modern marketing landscape is characterized by its ever-increasing com-
plexity, driven by a dynamic interplay of customer preferences, evolving tech-
nologies, and data-driven decision-making [2, 24]. In this environment, the
concept of ”Next Best Action” (NBA) has emerged as a powerful strategy to
enhance customer engagement and optimize marketing campaigns [28]. NBA
entails real-time recommendation of the most relevant marketing action for in-
dividual customers, with the ultimate aim of creating more personalized and
effective interactions [37]. More personalized and efficient interactions between
companies and their customers implies significant improvement of marketeers’
productivity and marketing campaigns’ effectiveness which therefore generate a
higher return on investment (ROI) for the company [37]. More and more com-
panies are jumping on the AI train and are starting to implement reinforcement
learning (RL) to improve their marketing processes. The use of AI-based tech-
niques is interesting since they take advantage of real-life data and can therefore
significantly improve efficency and effectiveness of marketing campaigns. There
are however still numerous of challenges that are impeding the implementa-
tion of RL in a marketing context. One of these challenges can be related to
the non-stationarity of the real-world, especially in the marketing world, where
trends and seasonality are always present [32, 38]. Others can relate to data,
specifically how RL models have to learn from data that are not in the form
of sequences of states, actions and rewards [32]. This master’s thesis specifi-
cally tackles this latter challenge by conducting research on how raw marketing
data can be transformed into useful inputs (states, actions and rewards) for the
implementation of RL models. In this manner, the feasibility of retrieving the
necessary inputs from raw marketing data for executing NBA using RL models
can be verified.

This master’s thesis thus delves into the evolving intersection of marketing
and artificial intelligence (AI), specifically focusing on the feasibility of employ-
ing RL techniques for NBA recommendations, with the scope of data require-
ments and preparation for the RL algorithms. By applying RL to the domain
of NBA in marketing, we seek to address the fundamental questions: What are
the requirements regarding marketing data, which is used as input in RL, in
application to NBA? Are RL models suitable to implement in the context of
NBA, starting from raw traditional marketing data present in a company?

2 Methodology

An exploratory literature review is conducted on the field of RL and NBA to
first thoroughly understand these concepts, their theoretical foundations and the
application of RL to NBA. This methodology is also used to conduct literature
research upon data requirements for NBA using RL. Scientific databases used
are Science Direct, Springer Link, Research Gate and Towards Data Science.
Additionally, multiple online libraries are also consulted, including John Wiley
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& Sons, Public Library of Science and ACM Digital Library. Search terms ap-
plied are “Reinforcement Learning”, “Next Best Action”, “Machine Learning”,
“Marketing” and “Data requirements”. Furthermore, citation chaining is also
being used when in-depth information about a specific subject or term is needed.

Literature findings upon data requirements for NBA using RL are utilized to
support the composition of the action plan (Section 4.1), which acts as a road
map to carry out the empirical experiment on data requirements and preparation
for RL in supporting NBA. The empirical experiment makes use of real-world
marketing data of a superstore in the United States1. According to the action
plan, we first look at which input data we need, then we check whether our
dataset contains the required input data to implement the RL-algorithm. If
this is not the case, we check whether the data is transformable and if so, the
dataset can be transformed into necessary input data by carrying out an RFM-
analysis in R. It is important to mention that the scope of this experiment only
includes data requirements and preparation for RL models executed in an offline
setting, which means that there is no direct feedback from the real-life dynamic
environment.

3 Exploratory literature review

In this section, findings resulted from exploratory literature review will be elab-
orated. The section is divided into four subsections, which includes What is
Reinforcement Learning?, What is Next Best Action?, Applying RL to NBA
and RL input requirements in the context of NBA. The first two subsections
give a detailed description about the theoretical fundamentals of RL and NBA.
The third subsection illustrates on the application of RL to NBA. The last sub-
section focuses on literature findings about input data that is required in the
execution of NBA using RL.

3.1 What is Reinforcement Learning?

Reinforcement learning (RL) is a sub-branch of ML that trains a model to return
an optimum solution for a problem by taking a sequence of decisions itself [3,
22]. RL refers to techniques in which an agent or a learner, learns how to make
sequential decisions based on delayed reinforcement to maximize cumulative
rewards and long-term outcomes, given a state of a specific environment [1, 22,
34].

RL learns from interaction with six key concepts: agent, environment, state,
action, policy and reward [31, 37]. In a RL setting (Figure 1), the agent, which
is the decision-making unit, is situated and operates in an environment, which is
every external condition that the agent cannot modify or the training situation
that the model must optimize [10, 30, 31]. The environment can demonstrate
multiple states in which the agent takes actions, acts upon the environment to
change its state and thereby receives a reward or penalty, which is determined by

1https://www.kaggle.com/datasets/vivek468/superstore-dataset-final
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the achieved state and the agent’s objective [26, 33]. In a marketing context, the
agent’s objective is commonly to maximize the customer lifetime value (CLV) or
to minimize the cost of launching a marketing campaign [37]. In this manner, the
agent can use this feedback to update his decision-making process to make better
and improved decisions [28]. The state can be defined as the current position
or condition that is returned by the environment, and the reward functions as
a guide to help the agent move in the right direction and behave optimally [19].
The policy acts as a mapping between states and actions linked to each other
and it determines how an agent will behave [17, 22]. To be able to structurally
learn from the feedback received from the environment, it is important to have
a policy, which can be used to determine actions that maximize the rewards,
in a certain state [31]. This can simply be a look-up table where all the past
actions taken are be recorded [10, 31]. After learning for a while, the agent will
be able to select the action in a given state that yields the highest cumulative
rewards, which is also the final outcome of the RL process, the optimal policy
[33].

RL is furthermore a method which incorporates a trade-off between explo-
ration and exploitation. The process of exploration and exploitation is being
executed by the RL agent, who gradually learns the best strategies through
interactions with the random environment, which can be seen as a black box,
and through incorporation of the responses from these interactions to improve
the overall performance [35]. Since the agent doesn’t have any initial knowl-
edge of the result of their action in a certain state, they will randomly select
to execute an action at the beginning of the learning process. The agent thus
“explores” the environment to gather knowledge on the results of his actions
[33, 35]. When the agent is able to select the optimal action that maximizes his
reward, he has successfully exploited the gathered knowledge in the exploration
phase. Since exploration is costly in terms of time and resources, it is crucial
that the agent can find a balance between exploiting what has been learned and
continuing to explore the environment to keep obtaining new information for
long-term improvements [35].

3.2 What is Next Best Action?

Next Best Action (NBA) is a marketing technique that helps businesses de-
termine the most effective marketing actions, for every customer at different
touch-points through their purchase journey, which will push the customers
closer towards a desired conversion event [28]. A conversion event is often a
purchase of a product, but it can also be a sign up for emails or a subscription
renewal [25]. NBA utilizes a combination of AI and real-time interaction data
to improve customer engagement by analyzing customers’ unique needs and
preferences [37, 38]. In other words, NBA consists of traditional targeting and
personalization models including look-alike and collaborative filtering combined
with RL, or other ML or AI-based techniques, to optimize multi-step marketing

2https://www.scribbr.com/ai-tools/reinforcement-learning/
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Figure 1: Key concepts of Reinforcement Learning 2

action policies, also known as, NBA policies [11, 13].
The goal of NBA is to optimize marketing efforts and to improve the ROI

of marketing campaigns. In other words, the executed marketing actions are
personalized for each customer [28]. In this manner, businesses can execute more
effective marketing campaigns which efficiently drive customers into conversion
and hence minimize costs in the marketing department [28]. This technique is
considered as the best practice in modern personalized marketing [38] since it is
being utilized to make proposals based on customer’s attributes and behaviors,
purchase context and the company’s strategic goals. NBA is considered to be
a key element in Customer Relationship Management (CRM) as a Data-Driven
Marketing approach [18].

The main idea of NBA is to assign to each customer three or more marketing
actions that are considered the best actions for the customer. These can range
from product offering and recommendation to retention and upselling pro-active
actions [18, 37].

As already briefly mentioned above, the implementation of NBA relies mainly
on the use of data-driven insights and the application of AI and ML to analyze
and process these data [11]. According to [27], RL is one of the ML models that
are the most suitable for NBA due to its multiple success in finding optimal
winning strategies for turn-based games, which are comparable to the operation
of NBA [28]. According to [9], NBA can also be modelled as a classification
problem on which we can apply supervised and unsupervised learning.
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3.3 Applying RL to NBA

RL models are mostly appropriate for finding the optimal winning strategies of
turn-based games like chess, board games and Go [28]. It can therefore also
be applied to finding the optimal Next Best Action to support and optimize
marketing efforts [27]. Since there is a great variety of marketing actions, it is
important for marketeers to send the right message, through the right channel
and at the right time. It is therefore also crucial to rank customers or group
them in different segments to be able to personalize marketing campaigns more
effectively [23].

To explain RL applied to NBA, consider the following scenario: Your com-
pany wants to improve conversions and sales and say that the customer has
bought a product from your business. If you want to keep the customer, you
can recommend other products from your business that your customer may be
interested in. If your customer pays a visit to your website and possibly makes
a purchase again, you can rely on the marketing action that you have utilized to
make even better decisions on which marketing actions to use in the future, for
this specific customer, in this specific customer state. If the customer doesn’t
purchase your product or visit the website, then you know that the current
marketing action being used is not suitable for this customer, or for the state
in which the customer finds himself at that moment. When this happens, you
can try to execute another marketing action.

When applying the Reinforcement Learning model, the agent can either be
the customer or the marketeer in a marketing model [28]. We want to increase
the customer’s value by presenting them the right offer or recommendation, at
the right time. On the other hand, the value of the marketeer is increased when
the customer makes a purchase because of the offer received, hence the profit
of their company increases. The environment is the digital advertising plat-
form/channel in which the customer and the marketeer operate and interact
with each other [28]. Examples of environments are email platforms, websites,
social media platforms. The state of the environment can be seen as a certain
situation in which the agent has to make a decision [31]. The actions are mar-
keting actions that can be taken by the marketeers, so in this case it can be
sending an email to the customer presenting the recommended products that
the customer might be interested in [28]. Depending on the impact of the mar-
keting action, the customer can receive a reward if their state has improved or a
punishment if their state has worsen. In this case, if the customer shows inter-
est in our offer or recommendation and visits the website, that means that the
marketing action has a positive impact on the state of the customer/marketeer,
which implies that we get a reward from the environment and the value of the
customer/marketeer is increased. If not, we receive a negative feedback or a
punishment from the environment, which means that we didn’t successfully in-
crease the agent’s value. The RL model will use this feedback and learn from
them to make better decisions on the next marketing action to be taken.
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3.4 RL input requirements in the context of NBA

Findings from sources found on data requirements in the context of NBA using
an RL model state that, when applying RL to NBA, marketing data have to
contain the key components of an RL model. These components can be directly
obtained from raw data, but can also be retrieved by transforming the data.
The key components of RL models that can be obtained from the data are
the state space, the action space and the rewards [14, 20, 28, 34]. These key
components are required to establish the state transition probability matrices,
which express the probabilities of a state transitioning to another, when a certain
action is taken [29]. Furthermore, the data have to also contain a time series
element since information about state transitions is essential to apply RL.

What we typically encounter when working with marketing data are demo-
graphic and purchasing information about the customers. Information about
customer’s buying behavior is essential for defining the state space since an im-
provement in the buying behavior, or customer state, implies a positive impact
on the company’s ROI. Often, the date in which customers made a purchase
is also recorded. This type of information can be considered as a time series
element and is indispensable since we want to be able to retrieve the impact of
the marketing campaign on a certain customer over a period of time.

A typical objective of an NBA scenario is to optimize marketing campaigns.
But there are also NBA scenarios with other objectives, including reduction of
waste of marketing resources, improvement of customer engagement, customer
experience and personalization [37].

According to [34], the first step to tackle when applying an RL algorithm is
to define the state and action space. This process usually requires an in-depth
analysis of the customers and their buying behavior. The state space represents
a context that the environment presents to the agent to take actions for. An
example of a state can be a loyalty level of the customers, but a state can also
be something specific, like “not subscribed for newsletter” and “subscribed to
newsletter”. The action space represents all possible actions that the agent can
execute, that can change the state of the environment [12, 26]. In an NBA
context, the most common actions are offering a discount, receiving free ship-
ping, referring a friend for a voucher. The agent component can be chosen
freely by the analyst since the agent can be the customers or the marketeers
in a marketing context. After obtaining the state and action space, state tran-
sition probability matrices can be established, which give information about
the probability of a state transitioning to another after taking an action. This
information is crucial to be able to retrieve the optimal policy, which consists
of state-action pairs that yield the highest cumulative rewards [11, 33]. The
rewards represent freely chosen scores that we give to a certain state transition
after engaging with a certain action. When the agent experiences an improve-
ment in their state, a positive score will be assigned, otherwise, the agent will
receive a negative score, or a punishment [33].

Furthermore, there are also some hyperparameters that are typically used in
RL models, which include the number of episodes, discount factor, exploration
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rate and learning rate. These parameters can be set up by the analyst and
are essential for the execution of the RL algorihtm. Number of episodes is the
number of iterations that the RL model will generate. The discount factor is
used to elate the rewards to the time domain since rewards can be achieved in
the past, present and future [21]. The exploration rate represents the probability
of exploring the environment by the agent [7]. The learning rate represents the
rate in which the learning parameters are modified. A high learning rate allows
fast changes, which is commonly used at the start of the experiment. As time
progresses, the learning rate decreases [6].

4 Experiment

In this section, we want to analyze the feasibility of RL-implementation on NBA
by addressing the problem of not be able to directly retrieve input data from
raw traditional marketing data. We thus conduct an empirical experiment to
test the feasibility of transforming real-world marketing data into useful inputs
that can be fed to the RL algorithm, according to our findings in section 3.4.
The NBA scenario chosen for this experiment has the objective to optimize
marketing campaigns, in which the marketeer acts as the agent, who wants to
know which marketing actions are the best to improve the customer’s loyalty
state. In section 4.1, we illustrate the action plan based on findings in section
3.4, which acts as a guide for the empirical experiment. In section 4.2, we
conduct a exploratory data analysis to prepare the data for the experiment.
Section 4.3 elaborates on the process of acquiring the necessary input data for
the application of RL to NBA.

4.1 Action plan

The experiment starts by obtaining a suitable marketing dataset that can be
used on an RL algorithm. The dataset used in this case, is a dataset from a
superstore in the United States1 that sells all sort of products, ranging from
office supplies to technology and furniture. The dataset has 9994 observations,
each representing an order from a certain customer. There are 23 variables. The
description of each variable can be consulted in table 1.

Before getting started on the experiment, we first have to check whether
the necessary inputs can directly be obtained from the dataset. Using our find-
ings in section 3.4, we check for a time series element, the state space, action
space and rewards. We want the loyalty levels to represent the state space but
since they cannot be retrieved directly from the data, we can utilize information
related to purchasing behaviour of the customers (recency, frequency and mon-
etary). Loyalty levels can thus be defined by conducting an RFM-analysis. The
action space is also not available from the dataset but we do have information
about the amount of discount that the customers receive on certain product
sub-categories. The different kinds of discount combined with the product sub-
categories can therefore represent the marketing actions. The rewards can be
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Row ID Unique ID for each row
Order ID Unique order ID for each customer
Order Date Order date of the product
Ship Date Shipping date of the product in yy-mm-dd
Ship Mode Shipping mode specified by the customer (first

class, second class, standard class, same day)
Customer ID Unique ID to identify each customer
Customer Name Name of the customer
Segment The segment where the customer belongs

(consumer, corporate, home office)
Country Country of residence of the customer
City City of residence of the customer
State State of residence of the customer
Postal Code Postal code of every customer
Region Region where the customer belongs
Product ID Unique ID of the product
Category Category of the product ordered (office

supplies, technology, furniture)
Sub-Category Sub-category of the product ordered
Product Name Name of the product
Sales Sales of the product
Quantity Quantity of the product
Discount Discount provided
Profit Profit/loss incurred

Table 1: Data description
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determined based on the impact of the marketing actions on the customer’s
loyalty. The specific values of the rewards can be chosen freely, but accordingly
to the degree of loyalty level’s improvement. When defining the state transition
probability matrices, we need to know which state the agent transitions to after
applying a certain marketing action, so in this case to which loyalty level they
transition to. Since state transitions are not available in the data, a time series
element is essential, which is the date in which the customers make a purchase.
Based on this element, we can define suitable periods in which the marketing
campaigns are valid. The loyalty level of a customer before and after these pe-
riods are compared, and thereby the transition probabilities are calculated. A
state transition probability matrix is composed of these transition probabilities,
for each marketing action.

4.2 Exploratory data analysis

In this section, exploratory data analysis is conducted to check the quality of
the data before getting started on the actual experiment. This process includes
data cleaning by checking for missing values, duplicated rows and outliers of
relevant variables.

In general, the dataset does not contain missing values or duplicated rows.
Before checking for outliers, we first make a selection of the variables which
are of interest for our experiment. Since we are only interested in the purchase
behavior of the customers and the products that they purchase, the variables
of interest are Row ID, Order ID, Order Date, Customer ID, Customer Name,
Product ID, Category, Sub-Category, Product Name, Sales, Quantity, Discount
and Profit. Boxplots are utilized to check for outliers. Notice that this procedure
is only being carried out for numeric variables.

The first numeric variable we look at is Sales. Since the store sells goods
of different values, it is not unusual that we will find some outliers since office
supplies can be very cheap but technology goods and furniture can be quite
expensive. We see that most of the orders have a Sales value below 5000.
Furthermore, the Sales value also depends on the quantity and not only on the
unit price. The second numeric variable is Quantity. We can see that the highest
quantity is 14, which is not unusual. The third numeric variable is Discount.
Here, we check whether all discount are below 1 since discounts cannot exceed
100%. The last numeric variable is Profit. This reasoning for Sales goes the
same for Profit. The profit can be very high for orders with high value items,
high quantity or with low or no discount. This variable also represents loss when
its value is negative, a loss can incur due to multiple reasons, such as an order
containing a low value item while having a small quantity and a high discount.
In conclusion, there are some variables that contain outliers but they are not
invalid and will not impact the result of our data preparation process for the
RL experiment. The boxplots of these variables can be consulted in table 2.
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Table 2: Boxplots of Sales, Quantity, Discount and Profit

4.3 Data preparation analysis

This section elaborates on the process of data preparation, which consists mainly
of the RFM-analysis, which is used to determine the state space (Section 4.3.1).
The process of defining the action space, state transition probability matrices
and rewards are also illustrated in section 4.3.2, 4.3.3 and 4.3.4 respectively.

4.3.1 Defining the state space

One of the key RL component to use as input for the RL algorithm is the state
space. The state space cannot be directly retrieved from the dataset, but can
be obtained by conducting an RFM-analysis. This technique will deliver loyalty
levels as output, which are converted into customer segmentation, which can
then be used to represent the different states of the customers.

The RFM-analysis is a powerful database marketing technique used for eval-
uating or segmenting customers based on their buying behavior. It is a method
used to define customer segmentation, in other words, a method to cluster cus-
tomers into different segments based on similarities and differences to identify
valuable customers for the company [4, 5]. The analysis consists of a scoring
method which is used to rank customers based on their past purchasing history
[5]. The RFM-analysis is relevant in a wide range of applications that involve a
large number of customers. The method is based on three dimensions, recency
(R), frequency (F) and monetary (M) [4, 5, 16]. Recency expresses the number
of days since the customer last made a purchase. A high recency value implies
that the customer has not made a purchase recently. Frequency is the number
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of times which the customers make a purchase in a certain period. So a higher
frequency value corresponds with a customer who frequently buys something.
Monetary is defined as the amount of money that the customer spends during
a certain period [4]. The technical execution of the RFM-analysis in R is based
on [8].

The required variables to execute this analysis, which are recency, frequency,
monetary, are not directly present in the dataset, but can be derived from other
variables that are given in the dataset. Customer segments determined by RFM-
values can be used to represent the states since it clusters customers in different
groups based on their purchasing behavior. Furthermore, these values are not
static since the state of the customers can change over time, depending on the
period in which they are calculated. These two elements make it quite reasonable
to use the RFM-analysis to define the state space.

• Calculating Recency, Frequency and Monetary

In our dataset, the recency is calculated based on the variable Order Date. The
last date of the period in which we calculate the RFM-scores is our analysis date.
To retrieve the recency, the most recent date that each customer has made a
purchase within the analysis period, is deducted from the analysis date. For
the frequency, we also use the variable Order Date. We calculate for each
customer the amount of different order dates in which they made a purchase.
The sum of this amount makes up the frequency in which customers make a
purchase. There are cases in which the customers place multiple orders/items
within a certain date. In these cases, we have chosen to consider multiple orders
within one date as one, so a frequency value of one. The monetary value can
be considered as the amount of sales that the company obtained from each
customer. So for each customer, we calculate the total amount of sales from
the Sales variable. The reason we choose to use Sales over Profit is because
sales represents the actual amount that the customer spends, without taking
the costs of the company, such as discounts given to customers, into account.

• Defining RFM-segmentation

The next step is to assign the Recency-, Frequency- and Monetary-score to
each observation. The three variables are divided into four categories, based
on their median, first and third quartile. A score of 1 to 4 is assigned to each
category of the variables. When the value of Recency is above the third quartile,
all recency values in this category is assigned a Recency-score 1, since a higher
recency means that it has been longer since the customers have made a purchase.
Recency values higher than the median and lower than the third quartile are
assigned a Recency-score of 2. Recency values higher then the first quartile and
lower than the median are assigned a Recency-score of 3. A Recency-score of
4 is assigned to all recency values below the first quartile. This same process
is executed for Monetary, but since higher monetary value means more money
spent, the monetary values that are higher than the third quartile get assigned
the highest Monetary-score. For Frequency, we notice that the median, first and
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Figure 2: Boxplots of Recency, Frequency and Monetary

third quartile values of the frequency all equal to 1. For this case, it is decided
to assign the maximum score (Frequency-score of 4) to all frequency values
since we clearly see that a frequency value equals to 1 is oft-recurring. When
looking at the calculated frequency values, frequency values that are higher than
1 do occur, but these are quite rare so that is why we have decided to consider
frequency values of 1 to be “frequent”. This score assignment procedure is
illustrated in boxplots in figure 2, with the numbers in red representing the
RFM-scores and the numbers in black representing the minimum, first quartile,
median, third quartile and maximum, from left to right. Now that each value
of all three variables are assigned a certain score between 1 and 4, a general
RFM-score is calculated by taking a sum of the Recency-score multiplied by
100, Frequency-score multiplied by 10 and Monetary-score. This multiplication
ensures that the Recency-score is the first digit, Frequency-score is the second
digit and the Monetary-score is the third digit of this general RFM-score. All
customers will now have a RFM-score between 111 and 444 and can now be
divided in different customer segments.

• Defining loyalty states

The distribution of the customer segments is done based on a commonly ac-
cepted method used in practice, [8] and [36]. According to [8] and [36], customers
can be divided into six segments or loyalty states, according to their purchase
behavior. The first loyalty state is “Loyalists”, these are customers that have
completed a recent purchase, buy frequently and spend the most money. The
second loyalty state is “Potential loyalists”, they are customers who recently

14



Customer segment RFM-scores
Loyalists 444, 443, 434, 344, 433, 343, 334, 333, 244
Potential loyalists 324, 243, 234, 233, 224, 442, 441, 431, 422, 421,

342, 432
New customers 414, 413, 412, 411, 314, 313, 424, 423, 332, 323
Promising 331, 341, 322, 321, 312, 242, 241, 231, 222, 212,

311
Need attention 232, 223, 214, 213, 144, 143, 134, 133, 142, 141,

114
Detractors 132, 131, 124, 123, 113, 221, 211, 122, 121, 112,

111

Table 3: Customer segmentation based on RFM-scores

spent a fair amount of money in the store more than once. “New customers”
is the third loyalty state, which contains customers who recently completed a
recent purchase but have a low purchasing frequency since they are “new” to
the company. The fourth loyalty state is “Promising”, which consists of cus-
tomers who have recently completed a purchase but did not spend much. The
fifth loyalty state is “Need attention”, these are customers that completed big
and frequent purchases a long time ago, efforts have to be made to keep them
as customers. The last loyalty state is “Detractors”, these are customers that
purchased a long time ago, with a small amount of orders and a low amount of
money. More information on the customer segmentation and their correspond-
ing RFM-scores can be consulted in table 3.

4.3.2 Defining the action space

To define the action space, we first identify the marketing actions that we want
to use in our action space. Since we need a variable that represents the marketing
campaigns, which is not directly obtainable from the dataset, we create this by
combining variables. In our case, a marketing campaign/action is defined by two
variables, “Sub-category” and “Discount”. We have chosen for “Sub-category”
instead of “Category” because it is easier to define the periods in which the
discount is valid since “Sub-category” gives us a specific item of a product.

In the dataset, there are 40 different combinations of “Sub-category” and
“Discount”, which means that there are potentially 40 different marketing ac-
tions that we could use. For every marketing action, a number of periods have to
be defined because we want to obtain the state transitions of the customers when
a marketing action is being used. In other words, we want to see whether the
state of the customer has improved or worsen after applying a certain marketing
action. Since marketing actions that are valid throughout the year are not useful
to determine their impact on the state transitions, we have to make a selection
of marketing actions that are suitable for defining the periods. Based on the
table in figure 3, which presents the top ten combinations of “Sub-category”
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Figure 3: Sub-category and Discount

and “Discount” with the most observations, we make a selection of suitable
“Sub-category” and “Discount” combinations. The first criterion for choosing
which marketing actions are suitable to work with is the ability to define peri-
ods in which the marketing actions are being used by the customers. Marketing
actions that have too many observations are very challenging to define periods
since there are no sufficient large gaps between the order dates. Therefore, a
lower bound is defined for the number of periods. This implies that marketing
actions must have at least four periods. After evaluating the marketing actions
based on this first criterion, it is noticed that there are certain marketing ac-
tions in which too many periods can be defined (too many gaps between the
order dates) due to the lack of observations. Therefore, the second criterion is
formed, which is an upper bound for the number of periods. This means that
the number of periods cannot exceed 10. After applying these two criteria, five
marketing actions met the conditions, namely Storage 20%, Accessories 20%,
Art 20%, Chairs 20% and Furnishings 20%. These five marketing actions form
our action space.

4.3.3 State transition probability matrices

After obtaining the state and action space, the objective is to create a state
transition probability matrix for each marketing action to acquire information
about the impact of each marketing action on the different customer states.

We first iterate a base scenario, in which we will only use a sample of the
dataset. This step is necessary since we want to obtain the transition of the
states. The base scenario is used as a reference start point to compare the
recency, frequency and monetary values as we progress through the different
periods. The sample of the dataset contains data from order date 01/01/2014
up to 01/03/2014 (the first two months). In this sample, we will calculate the
recency, frequency and monetary value for all observations. Afterwards, we
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calculate the first quartile, the median and the third quartile of the recency,
frequency and monetary, which will be used as comparison values to assign the
RFM-scores on the relevant data samples. Specific explanation on this process
can be consulted in section 4.2.1 under Defining RFM-segmentation.

The next step is to define the customer state transitions for each marketing
action. The goal of this process is to compare the customer’s loyalty state after
each marketing action. In other words, we want to check whether the loyalty
state of the customer is changed after using a certain marketing action. In this
manner, we can obtain the impact of each marketing action on each loyalty state
and retrieve information about which marketing action to use when a customer
is in a certain loyalty state to maximize the customer’s and the company’s value.
For example: For marketing action “Storage 20%”, we calculate the RFM-score
and determine the corresponding loyalty state two months before the start and
two months before the end of a certain period. The span of two months is chosen
to match with the base scenario data sample to make sure that the comparison
would be well grounded since we use the base scenario as a reference point to
execute the comparison. As a result, we would obtain the loyalty state of the
customer before and after the customer engages with the marketing action. In
this manner, we can check whether the marketing action has an impact on the
improvement of the customer’s loyalty state.

To compose the probability transition matrix for each marketing action, we
look at the loyalty states before and after each period, for all defined periods.
For each loyalty state before engaging with the marketing action, we calculate its
transition probability to other loyalty states after engaging with the marketing
action. The transition probability for a certain loyalty state before engaging with
the marketing action equals the amount of customers transitioning from this
loyalty state to another, divided by the total number of all state transitions that
occur after engaging with the marketing action. An example for illustration:
When applying marketing action Storage 20%, for state “Need attention”, there
are 48 transitions in total. 11 customers remain in the same state, so the
transition probability would be 11 divided by 48, equals 23%. Three customers
transition to “Promising”, so transition probability is three divided by 48, yields
6%. Nine customers transition to “Potential Loyalists”, so nine divided by 48
makes up 19% and 25 customers transition to “Loyalists”, divided by 48 equals
52%.

4.3.4 Assigning rewards

The rewards can be defined based on the amount of improvement in customer’s
loyalty state. When the loyalty state of a customer remains the same under
influence of a marketing action, a reward of zero is assigned. Except for the
state “Loyalists” since there is no loyalty state that is higher than “Loyalists”,
a reward of plus one will be assigned. When the loyalty state increases by one
level, a reward of plus one is assigned. This process is identically applied to
when the loyalty state is increased by two or three levels. The same procedure
is valid for when the loyalty state decreases but with a negative reward or a
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punishment. The reward assignment can be visually consulted in the reward
matrix in figure 9. Each cell in this matrix corresponds to each cell in the state
transition probability matrices.

5 Results

After conducting the experiment, the following results are obtained. For the
marketing action Storage 20%, four periods are defined with a total of 129 ob-
servations. For Accessories 20%, four periods and 143 observations. Marketing
action Art 20% has four periods and a total of 94 observations. Chairs 20%
has seven periods and 410 observations. Lastly, marketing action Furnishings
20% has eight periods with 419 observations. Further, it is noticed that only
certain RFM-scores are present and that the loyalty state “New Customers”
and “Detractors” never occur. This is due to the fact all customers have a
Frequency-score of 4, a decision that we made in section 4.3.1, under Defining
RFM-segmentation. When looking at table 3, we see that the second digit of the
RFM-scores, the digit that represents the Frequency-score, of “New customers”
and “Detractors” are less than 4, so this is why these two customer segments
never occur in the results. These five state transition probability matrices can
be consulted in figures 4, 5, 6, 7 and 8.

A probability transition matrix is composed of four rows and four columns,
with the rows and columns representing the loyalty states before and after en-
gaging with the marketing action, respectively. The loyalty states that occurred
are “Need attention”, “Promising”, “Potential loyalists” and “Loyalists”. For il-
lustration, cell 11 (Figure 4) is the probability that customers with loyalty state
“Need attention” would remain in the same state after using 20% discount to
buy storage items, cell 12 is the probability that customers with loyalty state
“Need attention” would transition to state “Promising”, and so forth...

For marketing action Storage 20% in figure 4, it is noticed that the action
works well for all loyalty states since the probability of transitioning to the state
“Loyalists” is the highest for all states. For marketing action Accessories 20% in
figure 5, all loyalty states have the highest transition probability to “Loyalists”
except for “Promising”. The state “Promising” would most likely transition
to “Need attention”, with a probability of 45%. When looking at Art 20% in
figure 6, we see that it has the same effect on the loyalty states as Storage 20%.
Marketing action Chairs 20% in figure 7 only has a positive effect on “Loyal-
ists” since it remains in “Loyalists” with a probability of 51%. “Promising”
and “Potential loyalists” are most likely to transition to “Need attention”, so
they experience a decrease in loyalty level with a probability of 44% and 28%
respectively. “Need attention” has the highest chance of remaining in the same
state, with 46%. In Furnishings 20% in figure 8, the only loyalty state that is
most likely to have a positive transition is “Loyalists”, with 62%, the rest of
the loyalty states has the highest chance of experiencing a neutral effect. With
51%, 36% and 30% for “Need attention”, “Promising” and “Potential loyalists”
respectively. Overall, it it noticed that the customers that are “Loyalists” are
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Figure 4: Probability transition matrix: Storage 20%

Figure 5: Probability transition matrix: Accessories 20%

most likely to remain as “Loyalists” in all marketing actions considered in this
analysis. This can potentially mean that once the customers become “Loyal-
ists”, it is hard for them to drop down to lower loyalty states.

6 Discussion

In this section, we want to discuss whether the deployment of RL algorithms on
NBA models are feasible based on the findings of our research.

So how can the results from the previous section be interpreted in the con-
text of NBA when we apply RL? With NBA, we want to determine the next
best marketing action to offer to a customer, implying the marketing action that
gets the customer as close as possible to the desired end state. In the scenario of
the experiment, this would be the highest level of loyalty. To be able to execute
this process, we first have to look at the loyalty state in which the customer is
in. When the state of the customer is determined, the RL algorithm will find
through trial and error, with the help of the state transition probability matrices
as input data, the best marketing action for this loyalty state, that yields the

Figure 6: Probability transition matrix: Art 20%
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Figure 7: Probability transition matrix: Chairs 20%

Figure 8: Probability transition matrix: Furnishings 20%

Figure 9: Reward matrix
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highest cumulative rewards. As mentioned in section 3.1, RL is useful to deter-
mine an optimum solution by taking a sequence of decision and its objective is
to maximize cumulative rewards. So when implementing RL to determine NBA,
the RL algorithm will not solely consider the immediate rewards, but also takes
the cumulative rewards of the sequence of marketing actions into account.

However, maximizing cumulative rewards is not always ideal when the mar-
keteer is focused on short-term in stead of long-term objectives. This happens
when the company, for example wants to focus on strengthening their short-term
competitive position [15]. This implies that determining the next best action
that maximizes the immediate rewards are more valuable than cumulative re-
wards. In this case, implementation of RL for NBA would be less interesting.

According to the literature review in section 3, when companies are consider-
ing implementing ML models to improve their NBA-systems, RL would be one
of the greatest fit since it is specialized in taking sequential decisions, which is
appropriate when marketers want to evaluate a series of marketing campaigns.
When working with raw marketing data, data analysis and transformation have
to be conducted to be able to obtain the necessary inputs for the RL algorithms.
Findings from this experiment suggest that it is indeed feasible to use RL to
support NBA-systems. The data preparation analysis is however quite exten-
sive and requires exhaustive procedures. This is a very important aspect that
has to be kept in mind when making decisions about deploying RL, specifically
when we look at the available resources to execute this data preparation process.
However, cases where raw marketing data are not transformable also exist (ex.
no time series element), which is an enormous barrier to the implementation of
RL models. This research does confirm the feasibility of RL deployment in the
context of NBA, but not for all cases of raw marketing data.

Moving forward, further research endeavors should focus on critically evalu-
ating the methodology used in this master’s thesis and exploring new method-
ologies to prepare and transform raw existing marketing data into suitable input
for RL in an offline environment.

7 Conclusion

In conclusion, this master’s thesis has delved into the critical aspects of data
requirements and preparation process essential as input for the implementation
of RL in a marketing context, specifically for NBA. In other words, it has
addressed the problem of not be able to directly retrieve the right inputs from
raw marketing data to implement an RL model. To support the comprehension
of the relevant concept about RL, NBA and the application of RL in an NBA
context, an extensive review of literature was carried out. Through an empirical
analysis, it has been demonstrated that the implementation of RL algorithms
in NBA heavily relies on the quality and relevance of the data fed into the
learning process. Therefore, meticulous data preprocessing has to be conducted
to support facilitating the deployment of RL algorithms for NBA applications,
by making data suitable as input for an RL experiment. The data preparation
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experiment consists largely of the RFM-analysis to obtain the customer states,
marketing actions and rewards, the key components of an RL model. The results
acquired are state transition probability matrices for each marketing action,
which can be utilized as input for the RL experiment. Furthermore, this thesis
also addressed the challenges inherent in the data acquiring and preparation
process in terms of feasibility and limitations.

By conducting a research and advancing our understanding upon the data
requirements and preparation for RL in NBA, this thesis has shed light on the
feasibility of the use of RL in a marketing context, specifically for NBA systems
to enhance marketing strategies in the pursuit of customer-centricity.
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