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Abstract

The estimation of exposure effects in observational studies is often complicated due to con-

founding factors, particularly in high-dimensional ’omics data. The traditional regression

framework of adjusting for potential confounders by simply adding them along with the ex-

posure to the outcome model may not adequately address the issue of confounding.

In this study, we perform causal differential gene expression on single-cell RNA-sequencing

data comparing lupus patients versus healthy controls. The study focuses on estimating ratio-

based causal disease effects on gene expression, specifically exploring different approaches in

estimation of causal effects. Before estimation of causal effects, the impact of confounding

factors of disease effects on gene expression is explored.

Inverse probability weighting, standardization and doubly robust estimators are explored to

estimate the average causal effect as a ratio. Furthermore, this project details the implemen-

tion and evaluation of a novel ratio-based approach; the contrast regression, for estimating

conditional average treatment effects in a genomics setting.

From the results, confounding factors of disease effect on gene expression; Age, Sex, Ancestry,

and Batch have an impact on the effect size estimates and the number of significant genes. In

addition to this, it is also interesting to note that the impact of confounding on the effect size

estimates varies from one gene to another. Our findings suggest that the choice of the estima-

tor is very important, as evidenced by totally different estimates for the same estimand based

on different estimators while considering the same gene. The findings further suggest that in-

verse probability weighting yields closer estimates to the doubly robust method as compared

to standardization. Additionally, the contrast regression ratio-based approach yields individ-

ualized conditional average treatment effects scores from which effect heterogeneity can be

explored among individuals. The approach offers avenues for integration of machine learning

methods which are well-suited for analyzing high-dimensional genomic data. However, incor-

porating these machine learning algorithms may require more computational time.

key Words: Causal inference, Confounding, Inverse Probability Weighting, Stan-

dardization, Doubly Robust Estimator, Contrast regression, Two regression.
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1 Introduction

1.1 Background

In many medical-related studies, particularly drug evaluations or understanding disease effects,

it is critical to estimate the effects of treatments on outcomes by contrasting comparable patient

groups. When the groups being compared (such as the diseased group and the healthy group)

differ systematically, confounding factors can cloud the understanding of the effects of the treat-

ment or disease. For instance, if the treatment group is generally older, predominantly consists of

one gender group while the healthy group is mostly the opposite gender, or primarily composed

of individuals from one ethnic background and the healthy group from another. Randomized

Clinical Trials (RCTs) address these issues by design, as they randomly assign participants to

various treatment groups to prevent such discrepancies. The random assignment of participants

to treatment and control groups in an RCT ensures that the estimated treatment effect is unbi-

ased, as it is not influenced by confounding factors (Lee and Lee, 2022). Comparing outcomes

across randomized treatment arms yields an intention-to-treat effect, a robust measure of causal

effect (Goetghebeur et al., 2020).

While RCTs are considered the gold standard, they are not always feasible or ethical for ev-

ery research question (Smith et al., 2022). For example, consider a study designed to evaluate

treatments for a hereditary heart condition. It would be unethical to randomly assign patients to

either heart surgery or non-surgical treatments like medication. Instead, doctors tailor treatments

based on the patient’s specific health needs and the latest scientific evidence. Consequently, ob-

servational studies play a critical role in understanding treatment effects in real-world settings

when randomization is not feasible.

In genomic studies, researchers frequently aim to investigate the effect of an exposure on genomic

variables like gene expression (Reifeis et al., 2020). Due to ethical reasons, conducting RCTs

on human populations is not feasible in these scenarios. Thus, observational studies become a

valuable alternative in estimating the exposure effects on an outcome.

However, these studies introduce the challenge of confounding, where differences between the

compared exposure groups can obscure the true causal effect of the exposure (Imbens and Rubin,

2015). This means that they typically provide estimates of associations rather than direct causal
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links (Altman and Krzywinski, 2015). Traditional regression framework of adjusting for poten-

tial confounders by simply adding them along with the exposure in a regression model may not

adequately address the issue of confounding variables and does not directly produce the estimate

of interest (Reifeis et al., 2020).

Causal inference is concerned with analysis that allows one to interpret the estimated effects as

causal (effects directly caused by the exposure). The “causal inference” framework introduced by

Neyman (1923) and Rubin (1974) formally defines causal effects in terms of counterfactuals, or

potential outcomes, which extends the causal inference framework from randomized experiments

to observational studies. In this framework, one could contrast the expected outcome variable

if everyone had received treatment versus if everyone had received placebo. Suppose a study

population where an outcome variable of interest is denoted by Y and a dichotomous treatment

D (with D = 1 if an individual is treated and D = 0 if an individual is not treated). Let Y (1)

be the outcome that would have been observed under treatment (D = 1) and Y (0) be the out-

come that would have been observed under no treatment (D = 0). Y (0) and Y (1) are referred to

as potential outcomes (sometimes referred to as counterfactual outcomes). For an individual i,

either of the counterfactual outcomes can be observed (Y
(0)
i or Y

(1)
i ); the one corresponding to

the actual treatment received by the individual. This creates a causal missing data problem since

we care about making causal claims where we contrast between the potential outcomes. Due to

the fact that individual causal effects cannot be identified, the focus turns to average causal effect.

In order to answer a specific research question, one needs to predefine the target parameter

(an estimand); the unknown quantity of interest. Commonly, causal estimands are expressed in

several forms: as differences (on the additive scale) or as ratios (on the multiplicative scale) to

quantify the causal effect of interest. Table 1 shows the risk difference and relative ratio estimands

in terms of expected potential outcomes.

2
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Table 1: Causal estimands for risk difference and relative ratio contrasts.

Effect Measure Marginal Conditional

(ATE) (CATE)

Risk difference E
[
Y (1) − Y (0)

]
E
[
Y (1) − Y (0) | Z = z

]
Relative ratio E[Y (1)]

E[Y (0)]

E[Y (1)|Z=z]

E[Y (0)|Z=z]

Note: ATE: Average Treatment Effect; CATE: Conditional Average Treatment Effect; Z: Covariates.

Conditional Average Treatment Effect (CATE) is a preferred estimand when effect heterogeneity

within subgroups defined by covariates Z is of interest. Several methods (estimators) have been

developed for estimating causal effect measures. It is important to note that we rely on certain

strong assumptions in order to infer causation from the observed data (Rosenbaum and Rubin,

1983).

Addressing the issue of confounding in observational genomics studies is paramount while inves-

tigating the true causal effect of the exposures on gene expression, although this has received

relatively less attention. Studies such as Reifeis et al. (2020) and Hejazi et al. (2023) focused on

assessing exposure effects in a genomics setting by estimating the average causal effects focus-

ing on continuous outcomes. Recent work by Du et al. (2024) focuses on semiparametric causal

inference approaches applicable to Single-cell CRISPR data. Additionally, several studies not

necessarily focussing on genomics; [Xie et al., 2012; Wager and Athey, 2018; Künzel et al., 2019,

and others] have explored estimating the CATE for continuous outcomes. All these studies have

focused on assessing the absolute difference (on an additive scale) between potential outcomes

in the contrast groups, that is, E
[
Y (1) − Y (0) | Z = z

]
to quantify causal effects. However, with

most data from epidemiological studies and high-throughput sequencing technologies, where the

outcome (such as gene expression levels) are typically counts, focusing on differences may not be

suitable.

In studies where one encounters count or binary outcomes, effect measures on a multiplicative

scale, i.e., ratios, are more appropriate. A few studies, such as Dukes and Vansteelandt (2018)

work on G-estimators, highlight on the estimation of multiplicative causal contrasts (as risk ratios

for binary outcomes). Therefore, investigating ratio-based treatment effects for count outcomes
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merits further exploration. In response to this need, Yadlowsky et al. (2021) proposed a statistical

methodology for the estimation and validation of the ratio-based CATE, E[Y (1)|Z=z]

E[Y (0)|Z=z]
suitable for

count outcomes on a set of confounders Z. This method, building on the semiparametric causal

inference literature, notably the work of Robins and Rotnitzky (2001), Van der Laan and Rose

(2011), and Dukes and Vansteelandt (2018), integrates flexible machine learning methods well-

suited for high-dimensional datasets.

1.2 The Study Objectives

This study focuses on the estimation of ratio-based CATE on a single-cell gene expression lupus

dataset published in Perez et al. (2022), comparing lupus patients to healthy controls. Specifically

our study implements the proposal by Yadlowsky et al. (2021) and assesses its computational effi-

ciency in estimating ratio-based CATE. We evaluate the impact of confounding factors of disease

effects on gene expression. Further, we contrast results obtained based on the different approaches

on estimating the disease effect within the causal inference framework.

The experimental design, data description as well as statistical methodologies used are discussed

in Section 2. The results from the analyses are presented in Section 3. Discussion on the results

follows in Section 4. Section 5 provides the ethical thinking, societal relevance, and stakeholder

awareness of the study. Finally, conclusions and recommendations for future research are made

in Section 6.
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2 Methodology

2.1 Data

2.1.1 Single-cell RNA-sequencing

Single-cell RNA-sequencing (scRNA-seq) is a widely used and powerful technology that enables

profiling of the transcriptomes of numerous individual cells (Andrews et al., 2021). It quantifies

mRNA molecules in individual cells. In general, the workflow begins with extracting tissue sam-

ples, which are broken down during single-cell dissociation. Cells are then isolated individually,

either into wells using plate-based methods or captured within microfluidic droplets (Mereu et al.,

2020). The resulting mRNA sequences are aligned to a reference genome using cellular barcodes

or unique molecular identifiers (UMIs) to obtain a count matrix that details gene expression by

cell (Heumos et al., 2023). The generated expression matrix representing the number of tran-

scripts observed for each gene and cell is considered the starting point for our analysis workflow.

Identifying systematic transcriptional changes across conditions through differential expression

analysis is a key aspect of analyzing scRNA-seq data (Stegle et al., 2015). These analyses are

essential for gaining insight into the molecular responses that occur during development, following

perturbations, or in various disease states (Kotliar et al., 2019).

2.1.2 Data Description

Systemic lupus erythematosus (SLE), commonly referred to as lupus, is a chronic autoimmune

disease that can affect various body organs such as the skin, showing a higher incidence in

women and populations of Asian and European ancestries (Carter et al., 2016). In our study,

we analyze a single cell gene expression - lupus data set described and analyzed in Perez et al.

(2022). It is an extensive collection of scRNA-seq data from Peripheral Blood Mononuclear Cells

(PBMCs). The dataset includes over 1.2 million PBMCs from 261 unique samples (162 SLE

cases and 99 healthy controls), covering individuals of Asian, European, African American and

Hispanic ancenstry. The data was generated using multiplexed scRNA-seq (mux-seq), a tech-

nique developed to enable systematic, cost-effective profiling of large population cohorts with

reduced variability. The 261 samples and 91 replicates were profiled in 23 pools across 4 process-

ing cohorts. Following quality control and removal of doublets and other contaminants such as

platelets and red blood cells, the final dataset was refined to contain 1,263,676 cells. The data is
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stored as a SingleCellExperiment object containing the single-cell data - gene-by-cell expression

data, per-cell metadata, and per-gene annotation. The cell metadata contains variables includ-

ing; Batch (batch cov), individual id (ind cov), cell type (cg cov), Age, Sex, Ancestry

(pop cov), and SLE status. The single cells are clustered into 11 biological cell types.

For our analysis, we consider a subset of the data for only a single cell type (the classical monocytes

or cM), which consists of 307,429 cells with a selected set of 12,869 genes that are expressed in at

least 300 cM cells. Further, we ignored samples from African American and Hispanic since they

consist of few data points (3 from the African American and 2 from Hispanic ancestry). Only

samples from Asian and European ancestry were considered.

2.2 Data Processing and Preparation

Most scRNA-seq differential expression methods are currently designed to compare cell subpop-

ulations or conditions, treating individual cells as experimental units for statistical modeling.

However, with the proliferation of multi-sample, multi-group scRNA-seq datasets involving many

cells per sample, the focus shifts towards making sample-level inferences by considering samples

as the experimental units (Crowell et al., 2020). Pseudo-bulk samples are created by aggregating

read counts together for all the cells in each cell type and by sample. The strategy of aggre-

gating cell-level data into ”pseudobulk” counts and employing statistical models for sample-level

inferences enhances the capacity to interpret complex scRNA-seq datasets. Simulation studies

by Crowell et al. (2020) have hdemonstrated that the aggregation-based differential expression

methods are both highly computationally efficient and stable, thereby outperforming those de-

signed specifically for single-cell level. Based on their study, it was concluded that although Mixed

Model methods perform comparably well, their high computational burden may not justify the

flexibility they offer. Further, by aggregating cells within each replicate, pseudobulk methods

dramatically reduce the number of zeros in the data, especially for lowly expressed genes (Squair

et al., 2021).

2.2.1 Creating Pseudobulk Samples

We aggregated the single cell level counts to sample level by summing counts together for all cells

with the same combination of batch and sample IDs to generate pseudo-bulk expression counts

6
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for every gene. Batch variable was considered while aggregating samples due to the fact that our

dataset contains multiple samples from the same individual, and therefore, it could happen that

some samples for the same individual belong to different batches. Thus, simply adding counts of

the same sample would ignore the batch effect. The differential gene expression analysis was thus

performed based on the ”pseudobulk” samples.

2.2.2 Independence Assumption

In our dataset, multiple samples were taken from the same individual. However, these samples

are inherently correlated because they come from the same individual, violating the independence

assumption central to Generalized Linear Models (GLMs). GLMs presuppose that each observa-

tion (in this case, each sample) is independent of the others. We thus considered selecting a single

sample per patient for analysis in order to simplify the dataset to a form where the independence

assumption of GLM is adhered to. In our case, we choose to retain samples with most amount of

information. That is, for multiple samples from the same individual, we consider the sample with

the highest total count since we are working with a single-cell RNA-sequencing protocol adopting

unique molecular identifiers (UMIs).

2.2.3 Gene Filtering

Gene filtering is a potent approach involving the removal of genes unlikely to exhibit differential

expression. This process significantly boosts the sensitivity of analyses and computational effi-

ciency, yielding more meaningful results (Gohlmann and Talloen, 2009). Genes that are lowly

expressed can be detected based on the Count Per Million (CPM) cutoff defined as;

CPM.cutoff =
min.count

median(lib.size)× 106
.

Genes are kept if their CPM ≥ CPM.cutoff computed using the filterByExpr() edgeR function.

In addition, each kept gene is required to have the minimum count of 15 reads (the default option)

across all the samples.

2.2.4 Normalization

When analyzing differences in gene expression across samples, correcting for the differences in

library sizes is essential in order to avoid composition biases between libraries. Library size here
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refers to the total number of read counts for a given sample. If, in a sample, there are a few

genes that are highly expressed and take up a substantial proportion of the total library size,

the remaining genes will be undersampled. This means that the remaining genes may incorrectly

appear downregulated in that sample (Robinson and Oshlack, 2010). Normalization methods can

thus be used to adjust for such differences.

Prior to differential gene expression (DGE) analysis, normalizing factors were computed based

on Trimmed Mean of M-values (TMM). TMM normalization involves determining a set of genes

(that are not DE) by trimming 30% of M-values(log2 foldchange between samples) and 5% A-

values(Average log normalized counts). This subset of genes are then used to calculate the

normalizing factors for each sample by taking the weighted mean. Normalization factors for each

sample based on TMM were calculated using the calcNormFactors() function from the edgeR

package. The computed factors were then used to obtain the normalized library sizes, i.e.,

normalized library sizes = original library sizes * normalization factors. The (log-transformed)

normalized library sizes are then brought into the GLM model as an offset.

2.3 Statistical Analysis

2.3.1 Modelling Gene Expression Counts

The resulting expression matrix of aggregated sample level data consists of counts observed for

each gene and sample. Often, count data is modeled using a Poisson distribution. This distribu-

tion relies on the special property that the variance is equal to the mean, that is,

λ = E(Y ) = Var(Y ).

However, the variance of gene expression across multiple biological replicates often exceeds the

mean expression values, indicating overdispersion. In order to account for overdispersion, a

negative binomial distribution is often used, which incorporates an overdispersion parameter, ϕ,

that controls the amount of overdispersion in the data. Therefore, we assume that

Ygi
i.i.d∼ NB(λgi, ϕg),

with

E(Ygi) = λgi, Var(Ygi) = λgi + ϕgλ
2
gi.

8
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where, Ygi is the expression levels of a gene g for sample i, λgi is the mean count and ϕg -

the overdispersion parameter of a gene g. A Generalized Linear Model (GLM) with a negative

binomial distribution assumption is thus used to model the expected counts via a log-link function.

One can conveniently perform DGE analyses on pseudo-bulk samples using the pseudoBulkDGE

function in edgeR to model the counts directly. However, for our subsequent analyses based on

the study objectives (to incorporate causal inference methods), we typically need weights in the

GLM model, and weights in edgeR have a different interpretation. Therefore, we opt to fit gene-

by-gene Negative Binomial (NB) models using the glmmTMB package, which offers fast and stable

fitting of the NB-GLM models (Brooks et al., 2017).

2.4 Causal Inference

Causal inference is concerned with analysis that allows one to interpret the estimated effects as

causal under certain restrictions and assumptions. The data set that we are analyzing is typically

from an observational study where Age, Sex, and Ancestry can confound the disease effect on

gene expression. In this case, we cannot therefore make causal claims (that effects are directly

caused by the disease) from the traditional regression methods, but rather associations. Figure

1 illustrates the distinction between causation and association where the population under study

(represented by a diamond) is divided into the diseased and non diseased (healthy) groups.

Figure 1: An illustration showing the difference between causation and association. The pop-

ulation represented by a diamond is segmented into a larger white section (the diseased group)

and a smaller grey section (the healthy group).

9
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Figure 1 depicts that, causation involves comparing the same population under the alternative

exposure scenarios whereas association involves comparing two separate subsets of the population.

One major reason as to why we are hesitant to attribute causal interpretations to observational

associations stems from the absence of randomized treatment assignment (Hernan and Robins,

2020). Unlike randomized studies, where participants are assigned to treatment or control groups

through a random process to ensure comparability and minimize bias, observational studies typ-

ically do not involve such controlled assignments. This lack of randomization means that the

groups being compared may differ in ways other than the exposure of interest, potentially con-

founding the results and making it difficult to ascertain causality purely from observational data.

We will hereafter denote disease status (i.e. diseased or nondiseased) as the binary exposure vari-

able D with levels 1 and 0, gene expression as the outcome variable Y, and a set of confounding

variables Age, Sex, batch and Ancestry all denoted as Z. Figure 2 depicts a directed acyclic graph

showing the causal structure in which a set of factors Z confound the direct effect of exposure D

on the outcome Y . Z induces (non-causal) association between D and Y .

Figure 2: A directed acyclic graph illustrating the causal structure. Y : outcome variable; D: a

binary exposure variable; Z: a set of variables to control for confounding.

Based on the potential outcomes framework, introduced by Neyman (1923) and Rubin (1974),

which extends causal inference framework from randomized experiments to observational studies,

causal effects can be defined in terms of the potential outcomes Y (1) and Y (0); where

Y (1) denotes the outcome variable that would be observed under D = 1 and Y (0) denotes the

outcome variable that would be observed under D = 0.

In order to obtain causal effects, one must make contrast between the potential outcomes in the

given exposure groups. In reality, only one of the poqzderdrtential outcomes can be observed
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for an individual. For instance, one cannot be both diseased and healthy at the same time.

This creates a missing data problem which obstructs the identification of the individual causal

effects since they cannot be expressed as a function of the observed data (Hernan and Robins,

2020). However, relying on certain assumptions, we can identify potential outcomes from the

observed data to estimate the average causal effect (also known as Average Treatment Effect,

ATE) (Robins, 1986). We therefore make the following assumptions (as described in Hernan and

Robins (2020)) in order to estimate the average causal effect based on the observed data.

2.4.1 Assumptions

Consider the binary exposure variable D , observed outcome variable Y and a set of confounders

Z defined as earlier in the text;

① Consistency: The assumption of consistency relates the observed outcomes to the potential

outcomes. Consistency holds if the observed outcome for all individuals is the same as

the potential outcome that would be realized in response to setting the treatment to the

exposure level that was observed. It can be formally written as;

Y = DY (1) + (1−D)Y (0).

We further assume that observations are independent (no interference) and there is no

measurement error.

② Conditional Exchangeability: Randomized studies ensure that conditional and marginal

exchangeability hold by design since the independent predictors of the outcome are equally

distributed between the exposure groups. However, when treatment is not randomly as-

signed, the reasons for receiving treatment are likely to be associated with some covariates.

Consequently, conditional exchangeability cannot be guaranteed in observational studies

but can be assumed to hold if the unmeasured risk factors affecting outcomes are evenly

distributed among exposure groups, given the measured confounders are controlled for.

Thus, conditional exchangeability can be formally stated as;{
Y (1), Y (0)

} ∐
D|Z.

In otherwords, there is no confounding within levels of Z since controlling for Z has made

the exposure groups comparable. This is referred to as the unconfoundedness assumption
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(Imbens and Rubin, 2015). We assume in our analysis that Z is a sufficient set of variables

that confound the relationship between disease and gene expression.

③ Positivity: Positivity holds if the conditional probability of being in the exposure groups

is greater than zero; i.e.,

If Pr(Z = z) > 0, then 0 < Pr(D = d | Z = z) < 1;∀z ∈ Z, d ∈ {0, 1}.

Our study aims at performing causal differential gene expression therefore seeking to contrast

between the expected outcome if all individuals had the disease versus if all individuals had no

disease based on each gene. With the assumptions stated above, the observed data can therefore

be used to estimate the average causal effect. For count data, effect measures on a multiplicative

scale i.e, ratios are more appropriate such as the marginal ratio;

B =
E[Y (1)]

E[Y (0)]
, (1)

or as a conditional ratio;

B(z) =
E[Y (1) | Z = z]

E[Y (0) | Z = z]
. (2)

The estimands in Equations 1 and 2 contrast the expected potential outcomes in exposure groups

D = 1 versus D = 0. Equation 1 is referred to as the Average Treatment Effect (ATE) and

Equation 2 is referred to as the Conditional Average Treatment Effect (CATE).

2.4.2 Causal Effect Estimation Approaches

Inverse Probability Weighting (IPW)

In observational studies, exposure is often more likely for certain individuals than for others

(Smith et al., 2022). For instance suppose that in our study, younger individuals have an unusually

high incidence of being diseased. IPW is one of the standard approaches that can be used to

balance the differences in the distribution of the measured covariates Z in the exposure groups

being compared. In this context, we compute the weights of each individual by the inverse of

their probability of exposure, referred to as the propensity score. The weighting is such that

individuals in the treated group who had a low chance of being treated are up-weighted, and

likewise, it upweights those in the untreated who had a low chance of being untreated (Horvitz

and Thompson, 1952). This creates a “pseudo-population” in which the distribution of the
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measured covariates, Z, is identical in both treatment groups (Hernán and Robins, 2020) and

thus comparable. For instance, the diseased and healthy have the same age distribution on average

after weighting. IPW estimation involves the following steps;

① Fitting the propensity score model (i.e, a logistic regression model for a binary

exposure).

logit(Pr(D = 1|Z)) = γ0 + γT1 Z, (3)

where γ0 is the intercept and γ1 is vector of parameter coefficients corresponding to covari-

ates z ∈ Z.

Use the fitted model to obtain the weights, which are the inverse of the predicted probabil-

ities of receiving the treatment that an individual actually received. Stabilized weights are

often preferred since they yield narrower confidence intervals (Hernán and Robins, 2020).

These can be calculated as

Ŵi(d) = d
P̂ r(Di = 1)

P̂ r(Di = 1|Z)
+ (1− d)

P̂ r(Di = 0)

P̂ r(Di = 0|Z)
, d = {0, 1}. (4)

② Fitting the weighted regression outcome model given treatment to estimate the causal effect.

Under the standard assumptions of causal inference; conditional exchangeability, positivity and

consistency, Association is causation in the pseudo-population. We further assume that the treat-

ment model in Equation 3 is correctly specified.

Standardization (g-formula)

Standardization is an alternative approach to IPW, where data is first expanded into three copies

(Hernán and Robins, 2020). The first copy is the original dataset. In the second and the third

copies, all individuals are included but with their exposure groups D set to 0 (un exposed) and

1 (exposed) respectively and the outcome data is deleted. Using the first copy of the data, we

obtain the parameter estimates by fitting a regression model for the outcome, E [Y |D = d, Z = z]

in each of the exposure groups given the confounders Z. In the two other copies, the parameter

estimates obtained from the first copy are then used to generate the predicted outcome in the

exposed (D = 1) and in the unexposed (D = 0) considering the same covariates as in the original

data. This yields, the predicted means in each of the exposure groups, i.e.

Ê [Y |D = 1, Z = z] and Ê [Y |D = 0, Z = z] .
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Note that every individual, i has two predicted values corresponding to the two estimated po-

tential outcomes. We thus, compute the average as 1
n

∑n
i=1 Ê [Yi|Di = di, Zi = zi] , di ∈ {0, 1} in

each of the exposure groups over all individuals and estimate the average causal effect in Equation

1 by contrasting the estimated average potential outcomes in the exposure groups.

In summary, standardization involves three key steps: Model fitting, predicting, and averaging.

Like IPW, the standardization approach relies on the standard assumptions of causal inference

mentioned earlier in the text. Under these assumptions, the standardized mean outcome in the

(un)exposed is a consistent estimator of the mean outcome if everyone had been (un)treated

(Hernan and Robins, 2020). We also assume that the outcome model is correctly specified.

Doubly Robust Methods

It has been discussed above that both IPW and standardization methods rely on the standard

assumptions of causal inference but differ in modeling. In IPW, we model the treatment D,

whereas, for standardization, we model the outcome Y . Moreover, we demand that the model

for treatment D condition on a set of confounders Z is correctly specified for IPW while the

outcome model, Y conditional on treatment D and confounders Z is correctly specified for the

standardization approach in order to yield consistent causal estimates.

A doubly robust estimator combines both the treatment model and the outcome model and only

requires correct specification of either one of the models. Under identifiability assumptions, a

doubly robust estimator yields consistent estimates for causal effect when one of the two models

is correctly specified (Hernán and Robins, 2020). The estimator remains robust if one (but not

both) of the models is misspecified (Robins et al., 2007). In general, doubly-robust estimators

are commonly preferred over singly-robust approaches in estimating causal effects (Van der Laan

and Rose, 2018).

The doubly robust method which is also known as the augmented IPW (AIPW), involves speci-

fying models for both the outcome and the exposure based on covariates. We model the outcome

and the set of confounders Z across the different exposure groups. Using the estimates from

these models, we predict the outcomes µ̂1(Zi) and µ̂0(Zi) for each individual i under two different

exposure conditions, either exposed (D = 1) or not exposed (D = 0), based on their covariate

values Z. Additionally, we model the exposure as a function of the covariates to calculate the

predicted probabilities π̂0(Zi) and π̂1(Zi) of being (un)exposed respectively for each individual.
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We then estimate the counterfactual mean outcomes separately in the exposure groups using

Equations 5 and 6 as described in (Hernan and Robins, 2020).

Ê
[
Y (1)

]
DR

=
1

n

n∑
i=1

(
µ̂1(Zi) +

Di

π̂1(Zi)
(Yi − µ̂1(Zi))

)
(5)

Ê
[
Y (0)

]
DR

=
1

n

n∑
i=1

(
µ̂0(Zi) +

1−Di

π̂0(Zi)
(Yi − µ̂0(Zi))

)
(6)

The average causal effect can be computed by contrasting the estimated counterfactual means

by taking the ratio in Equation 1. There are several doubly robust estimators suggested in

the literature for estimating treatment effects. For example, machine learning methods can be

incorporated into the doubly robust estimation to obtain doubly robust machine learning esti-

mators. In the doubly robust estimator described above, we have seen that we need to obtain

estimates µ̂d(z) and π̂d(z); d ∈ {0, 1} (referred to as nuisance parameters) via the sort of tra-

ditional parametric models. However, these models are prone to misspecification, especially in

high-dimensional settings. Thus, predictive machine learning algorithms such as tree-based al-

gorithms can be adopted to estimate these conditional expectations. The performance of such

estimators can be improved by cross-fitting, which removes the potential overfitting issues. In

this study, we explore the doubly robust methods proposed by Yadlowsky et al. (2021) which

are related but distinct from the AIPW. Their approach is optimized for estimating ratio based

CATE scores for count outcomes and integrates the use of flexible machine learning estimators

of the nuisance parameters while providing valid inference. They proposed contrast regression

approach and provided another approach known as two regression approach.

Contrast Regression Approach

In this approach, the doubly robust estimator is constructed based on a semi-parametric model

of treatment-covariate interactions building from the work of Van der Laan and Rose (2011), and

Robins and Rotnitzky (2001) on semi-parametric models. Specifically, the treatment contrast in

Equation 2 is estimated in the semi-parametric model B(z) = exp(δT z), in which the conditional

means µd(z) = E[Y (d) | Z = z], and the propensity score, πd(z) = Pr(D = d | Z = z), are in

non-parametric models. The CATE score is thus estimated from;

B̂(z) = exp(δ̂T z̃),

where z̃ is z with an intercept i.e, z̃ = (1, zT )T and δ̂ is the estimate obtained by solving the

doubly robust estimating equation described in Equation 7 in the Appendix.
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Two Regression Approach

In this approach, separate regressions are fitted for each treatment group, adjusting for con-

founders. This allows interpretation of the regression models in each arm as if it were a ran-

domized clinical trial. It was shown to yield a consistent estimate when there is no treatment

heterogeneity (Yadlowsky et al., 2021). The CATE estimate score is obtained from;

B̂1(z) = exp
(
(β̂1 − β̂0)

T z̃
)
,

where estimates β̂1 and β̂0 are obtained by fitting a poisson regression in the exposure groups,

and solving estimating Equation 9 described in the Appendix.

A detailed procedure for the steps entailed for each of the approaches is outlined in the Appendix

under Methods section and more details are discussed in Yadlowsky et al. (2021).

2.4.3 Bootstrap

Bootstrapping is a statistical resampling procedure that involves drawing random samples repeat-

edly from the original dataset to create many simulated samples. Based on the resampled data,

one can approximate the distribution of the population from which the samples were obtained.

The model-based standard errors obtained based on the casual inference estimator do not take

into account the necessary steps performed while attaining balance for confounders between treat-

ment groups. In order to make valid inferences, a procedure that takes into account these steps

in variance estimation is desired. One way is to employ non-parametric bootstrap resampling

procedures to compute the standard error, confidence intervals and p-values. In non-parametric

bootstrap, we do not make any assumptions about the form of the underlying population distri-

bution.

2.5 Software and Testing

All analyses were performed using R software version 4.2.3 (R Core Team, 2023). Multiplicity

correction was done by adjusting p-values using the Benjamini Hochberg procedure (Benjamini

and Hochberg, 1995), which controls for False Discovery Rate (FDR). All statistical tests were

performed at 5% FDR level.
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3 Results

3.1 Data Exploration

3.1.1 Descriptive statistics

Table 2 shows descriptive statistics of the covariates for the lupus cases and healthy individuals.

From Table 2, the diseased and healthy individuals are different. For example, the diseased tend

to be older (25 vs 18 years) than the healthy individuals.

Table 2: Distribution of the variables across SLE status. The Mean (standard deviation) for

continuous covariate and number (proportion) for categorical covariates.

SLE Healthy

Covariate (n = 158) (n = 98) Subtotal

Age: 24.8 (13.6) 18.1 (14.4)

Sex: Male 15 (88.2%) 2 (11.7%) 17

Female 143 (59.8%) 96 (40.2%) 239

Pop Cov: Asian 83 (77.6%) 24 (22.4%) 107

European 75 (50.3%) 74 49.7%) 149

3.1.2 Unsupervised data exploration

The underlying relationships among the sample groups were explored using Principal Compo-

nent Analysis (PCA) and Uniform Manifold Approximation and Projection (UMAP) in order to

visaulize the dataset in a low dimension by disease status. The plots in Figure 3 suggest some

degree of clustering based among individuals on SLE status. The UMAP plot shows a clearer

separation between the two groups compared to PCA, although there is still some overlap.
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Figure 3: The PCA plot (on the left) and UMAP plot (on the right) visualize individuals by

disease status in a 2-dimensional space.

3.2 Gene Filtering

Out of 12,869 genes, 8578 genes (about 67%) remained after gene filtering. We therefore consid-

ered 256 pseudo-bulk samples and 8578 genes for the gene expression analysis and exploration of

the disease effect.

3.3 Conventional DGE Analysis

The traditional DGE analysis, where we simply associate the disease effect to gene expression

was performed twice using gene by gene NB-GLMs with a log-link to evaluate the impact of

confounding of the disease effect on the gene expression levels. We fitted the GLM models

defined in Equations 10 and 11 in the Appendix using glmmTMB R package.
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Naive Analysis:

Gene-by-gene GLM Models were fitted each with a linear predictor consisting of only the disease

effect, i.e., Gene expression ∼ disease with Log-transformed normalized library size included as

an offset. We discovered 5193 significant genes at the 5% FDR level.

Table 3: Top 10 differentially expressed genes based on the Naive Analysis

Gene EffectSize(log ratio) StdError Adjusted Pvalue

EPSTI1 1.4708 0.0754 9.46e-81

IFI27 3.3220 0.1904 1.47e-64

IFI6 1.5050 0.0951 6.28e-53

IFI44L 1.7718 0.1136 1.48e-51

SIGLEC1 1.7422 0.1150 1.30e-48

LGALS3BP 1.6235 0.1083 1.22e-47

IFI44 1.1802 0.0790 2.17e-47

ANXA2 0.3699 0.0248 2.90e-47

PSMA7 0.2804 0.0188 3.46e-47

ISG15 1.3938 0.0938 5.60e-47

Table 3 shows the effect size estimates for the top 10 differentially expressed genes presented as

log fold changes. A fold change is interpreted as the ratio of the expected count in the diseased

group compared to the expected count in the healthy group but with the same library size across

the samples.

Conditional Analysis:

In this case, we fitted gene-by-gene GLM models with a linear predictor consisting of the disease

effect and covariates Age, batch cov, Sex and PopCov, i.e,

Gene expression ∼ disease + batch cov + Age + Sex + PopCov. Like in the Naive case, log-

transformed normalized library size was included in the model as an offset.

3269 genes were found to be significantly differentially expressed at 5% FDR level. Table 4

shows the effect sizes estimates presented as log fold changes for the top 10 differentially ex-

pressed genes where a fold change is the ratio of the expected gene expression in the diseased

group as compared to the expected expression in the healthy group, adjusted for library size.
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Table 4: Top 10 differentially expressed genes based on the Conditional Analysis

Gene EffectSize(log ratio) StdError Adjusted Pvalue

MIR24-2 -0.7320 0.0519 3.03e-41

EPSTI1 1.2656 0.0959 4.22e-36

IFI27 2.9571 0.2259 1.06e-35

LGALS3BP 1.6349 0.1359 5.18e-30

MYL12A 0.2500 0.0209 1.10e-29

IFIT3 1.6895 0.1447 2.34e-28

IFIT1 1.7463 0.1520 1.87e-27

CHMP5 0.5492 0.0479 1.88e-27

OAS1 0.9407 0.0834 1.47e-26

IFI44L 1.7254 0.1533 1.87e-26

Comparison between the naive and conditional analyses

The results of the naive and conditional analyzes showed several key differences primarily due to

the complexity of the models used. The conditional analysis identified fewer significant genes as

compared to the naive analysis (3269 Vs 5193) genes being flagged at the same FDR of 5%. 2489

genes were consistently identified as significant in both cases as shown in the venn diagram in

Figure 4. The volcano plots in Figure 5 show that, for most of the genes in the naive case cluster

around zero fold change whereas in the conditional case, there is somewhat a greater spread in

the fold changes. The scatter plot in Figure 6a shows that for most of the genes, the effect sizes

based on the naive analysis differ from those from the conditional analysis. This is indicated by

the deviation of the points from the red dashed line. From Figure 6b, the conditional analysis

tends to produce larger p-values (smaller values of −log10 p-values) as compared to the naive case

since most of the points fall below the red dashed line.
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Number of significant genes

Figure 4: Venn diagram comparing the number of significant genes based on the naive analysis

versus conditional analysis.

Volcano Plots

Figure 5: Volcano plots for the naive analysis versus conditional analysis.
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Effect sizes and p-values

(a) Scatter plot for effect size estimates (b) Scatter plot for p-values

Figure 6: Comparison of effect size estimates and p-values in the naive versus conditional

analyzes

We explored the differences in the effect size estimates between using a Poisson-based gene by

gene models and Negative Binomial models on a randomly sampled set of 100 genes. Figure 7a

indicates a strong agreement between the effect sizes estimates for most of the genes, although

slightly different for some genes. In addition, Figure 7b shows that the test statistic values from

both models are also very close. Since bootstrap standard errors were used in constructing the

test statistic values plotted in Figure 7b, these account for the mis-modeling of the variance in

Poisson versus the negative binomial. This means that even if the fold changes (effect sizes)

might be a little bit different for some genes, it could be that under repeated resampling, the

distribution of the test statistic is actually very similar based on the bootstrap procedure which

in turn result into similar inference irrespective of the model used. In fact from Figure 15 in

the Appendix, the estimated dispersion parameters, k were relatively large (greater than 100) for

most of the genes in the sampled set which implies relatively small values overdispersion (ϕ = 1
k )

based on the assumed mean-variance relationship, variance = λ + λ2

k by nbinom2 option in the

glmmTMB package.
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(a) Effect size estimates (b) Test statistics

Figure 7: Scatter plots comparing effect size estimates and test statistic values based on the

Poisson model versus the negative binomial model. The test statistics are computed based on

bootstrap standard errors (bootSE), i.e., test statistic = effect size
bootSE .

Thus, for estimation of causal effects, we opted for the Poisson model to model the outcome due

to its computational efficiency. This was due to the slower fitting times observed with negative

binomial models, which, although they may handle overdispersion better, required significantly

more computational resources and time, making them less practical for our analysis needs. Fitting

based on all the genes based on Poisson regression including all the covariates yielded 4317

significant genes at 5% FDR level.

3.4 Causal Effect Estimation

In order to estimate the causal disease effect, standard causal methods standardization, Inverse

probability weighting and doubly robust estimation approaches were applied to estimate the

ratio based marginal average causal effect and Yadlowsky approaches to estimate the ratio based

CATE.

3.4.1 Standardization Approach

In order to estimate the causal effect based on standardization, we fit Poisson GLMs to regress

gene expression (outcome) over confounders using the glm() function with a log link, separately

for diseased and healthy groups (see Equation 12 in the Appendix). The fitted models were then

used to predict the expression levels in each group for every individual, corresponding to the two
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estimated average potential outcomes. These were then averaged over all individuals separately

in each exposure group. The causal disease effect was thus computed by taking the ratio of the

estimated average potential outcomes. Non-parametric bootstrap resampling procedure (with

replacement) was used to estimate the standard error and the p-values using 200 bootstrap

replicates. Table 5 shows the top 10 significant genes based on the bootstrap adjusted p-values.

The effect sizes shown in Table 5 are the log-transformed ratios which are interpreted as the

log-ratio of the expected counts if all individuals would be diseased versus if all individuals would

be healthy.

Table 5: Top 10 differentially expressed genes based on the standardization method

Gene EffectSize (log ratio) StdError Adjusted PValue

IFI27 2.9855 0.1967 8.57e-3

CXCL10 1.9707 0.1325 8.58e-3

MTRNR2L8 2.9616 0.2386 8.58e-3

SIGLEC1 1.7950 0.1554 8.59e-3

IFIT3 1.7374 0.1633 8.59e-3

IFIT1 1.7207 0.1542 8.59e-3

ANKRD22 1.6617 0.1542 9.00e-3

RSAD2 1.6302 0.1589 9.00e-3

IFI44L 1.6071 0.1423 9.00e-3

LGALS3BP 1.5727 0.1817 9.01e-3

Based on the standardization approach, 3701 genes were significant at 5% FDR level.

3.4.2 Inverse Probability Weighting

Estimation of causal disease effect based on IPW involved fitting a logistic regression treatment

model (see Equation 13 in Appendix) with a binary outcome given covariates Z. This was then

used to obtain the probabilities of being diseased or healthy for each individual. The stabilized

weights for each individual were computed as shown in Equation 4. The weighted regression

outcome model (Equation 14 in Appendix) given treatment was then fitted to estimate the causal

effect. Like in the standardization approach, standard errors and p-values were computed based

on non-parametric bootstrap with 200 bootstrap replicates. Table 6 shows the top 10 significant

genes based on the bootstrap adjusted p-values. The effect sizes shown in Table 6 are the log-

transformed ratios which are interpreted as the log-ratio of the expected counts if all individuals

would be diseased versus if all individuals would be healthy.
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Table 6: Top 10 differentially expressed genes based on the IPW method

Gene Effect Size (log ratio) Std Error Adjusted PValue

IFI27 3.3296 0.1995 1.17e-2

USP18 1.9194 0.1712 1.18e-2

IFI44L 1.8303 0.1152 1.18e-2

SIGLEC1 1.7839 0.1310 1.18e-2

LINC00910 -1.7510 0.2236 1.18e-2

LGALS3BP 1.6962 0.1082 1.19e-2

IFIT3 1.6879 0.1085 1.19e-2

IFIT1 1.6814 0.1151 1.19e-2

RSAD2 1.6482 0.1085 1.19e-2

IFITM3 1.5739 0.1029 1.21e-2

Based on the Inverse Probability Weighting approach, 3641 genes were significant at 5% FDR

level.

Comparison between Standardization and IPW Effect Estimates

Figure 8: A scatter plot comparing effect size estimates based on Standardization and IPW.

Each data point corresponds to a gene and the dashed red line represents the line of equality

if the effect sizes estimated by both methods were the exactly the same. Points along this line

indicate that both IPW and Standardization yielded the same effect size for those specific genes.
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Comparing number of significant genes based on IPW versus Standardization

Figure 9: A Venn diagram comparing the number of significant genes based on IPW versus

Standardization.

From Figure 8, most of the genes have their effect sizes clustered around the red dashed line and

the points show a strong linear relationship between the two sets of estimates. However, For some

genes, there is a deviation between the effect size estimates based on both methods, especially

for larger effect sizes. The venn diagram in Figure 9 illustrates the number of significant genes

identified by each method independently and those identified by both IPW and standardization.

1875 genes were found significant at 5% FDR level by both methods. The substantial overlap

suggests some agreement between the methods on a core set of genes. Additionally, the two

methods in comparison identified unique sets of genes, nearly half (∼ 50 %) of the respective

total number of differentially expressed genes, highlighting differences between the methods. We

further explored the degree of overlap among the top 100 differentially expressed genes in Figure

16 in the Appendix. Out of the 100 genes, 62 were discovered as differentially expressed by both

methods and only 38 were uniquely identified by each method. This indicates that there is a

substantial overlap (of more than 50%) in the top list.

Doubly Robust Approach

We further estimated the average treatment effect (ratio between the diseased versus non dis-

eased) with a doubly robust estimator using atefitcount() implemented in precmed package

(Tian et al., 2024). The outcome model and the propensity score model were specified as shown

in Equations 15 and 16 respectively. The function computes the ratio of the estimates in Equa-

tions 5 and 6 which yield the average treatment effect between the diseased versus non diseased.
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It also uses bootstrap resampling procedure for inference and 200 bootstrap samples were con-

sidered by setting n.boot = 200. The effect size estimates were then compared with IPW and

Standardization approaches. Table 7 shows the top 10 differentially expressed genes based on the

doubly robust approach. The effect sizes shown in Table 7 are the log-transformed ratios which

are interpreted as, the log-ratio of the expected counts if all individuals would be diseased versus

if all individuals would be healthy.

Table 7: Top 10 differentially expressed genes based on the AIPW - doubly robust approach

Gene Effect Size (log-ratio) Std Error Adjusted Pvalues

IFI27 2.9676 0.3084 < 0.0001

SIGLEC1 1.7063 0.1788 < 0.0001

CMPK2 1.1657 0.1298 < 0.0001

OAS3 1.0857 0.1141 < 0.0001

OAS2 1.0455 0.0961 < 0.0001

OAS1 1.0195 0.1040 < 0.0001

MT2A 0.9888 0.1037 < 0.0001

SAMD9L 0.9754 0.1048 < 0.0001

XAF1 0.9371 0.1060 < 0.0001

RTP4 0.8974 0.1006 < 0.0001

2609 genes were discovered to be significant at 5% FDR level.

Comparison between doubly robust method with IPW and Standardization.

Generally, the two scatter plots in Figure 10 indicate a strong linear relationship between the effect

sizes, with most points aligning closely along the red dashed line. However, there are also some

deviations observed (especially for more extreme effect sizes). The variability is more pronounced

in the standardized case versus doubly robust (right plot) as compared to IPW versus doubly

robust (left plot). The UpSet plot in Figure 11 provides a comparative analysis of the significant

findings identified by three estimation approaches: Doubly Robust (DR), Inverse Probability

Weighting (IPW), and Standardization (STD). The largest intersection includes 1371 genes

identified by all three methods, highlighting consensus across different approaches. All three

approaches discovered different number of significant genes, highlighting differences between the

estimation approaches. The number of significant genes discovered by both IPW and the DR

approach were more than those discovered by both STD and the DR approach (728 vs 352

genes). Additionally, the DR approach has the fewest (158 genes) unique findings indicating that

most of the genes discovered as significant based on the DR approach were also significant in

27



Anthony Okumu Masters Thesis (2023–2024)

either IPW, STD or both. Further, the Upset plot in Figure 17 in the Appendix, compares the

significant findings based on DR, IPW, and STD on the top 100 differentially expressed genes.

All the three methods identified 61 genes in common as significant. This shows strong agreement

between the three approaches especially in the top list.

Comparison between doubly robust effect sizes with IPW and Standardization.

Figure 10: A scatter plot comparing effect size estimates based on doubly robust versus IPW (on

the left) and doubly robust versus Standardization (on the right). Each data point is a gene and

the dashed red line represents the line of equality of the effect sizes estimated by both methods

in comparison. Points along this line indicate same effect size estimates based on the methods

being compared for those specific genes.

Number of significant genes discovered.

Figure 11: Upset plot comparing the number of significant genes based IPW, Standardization

(STD) and Doubly robust (DR) estimation.
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Yadlowsky Approaches

Yadlowsky et al. (2021) approaches were used to estimate the individualized ratio-based CATE

score defined as; CATE(z) = log
[
E[Y (1)|Z=z]

E[Y (0)|Z=z]

]
, which contrasts potential outcomes in the diseased

group versus in the healthy group. CATE(z) score indicates the individualized log ratio if an in-

dividual would be diseased (D = 1) versus if they would be healthy (D = 0), conditional on the

baseline covariates. In order to implement Yadlowsky methodology, we estimated individualized

CATE scores using the catefitcount() function implemented in the precmed R package (Tian

et al., 2024). The score methods, Contrast regression and Two regressions were specified in

the score.method argument as “contrastReg” and “twoReg” respectively, utilizing boosting-based

prediction as the initial prediction.

Due to time constraints, we evaluated the two approaches on a selected set of only six genes

because it took approximately six minutes to obtain the scores for all individuals per gene.

Specifically, we selected six genes (among the significant genes based on the previous approaches)

and estimated the ratio based individualized CATE scores on a log scale which is the log-ratio of

the expected counts if a person were diseased over the expected counts if they were not diseased,

conditional on the covariates.

The distribution of the scores for each of the selected genes estimated based on Contrast regression

and Two regressions methods are visualized in Figures 12 and 13 respectively. In Figure 12, the

estimated log transformed CATE scores for all/most of the individuals are greater than 0, for

genes IFI27, OAS1, and MT2A. This means that that those genes are highly expressed if the

persons would be diseased versus if they would be healthy. Whereas genes KIF22, MT-ND4L,

and EIF4B in the same Figure, are highly expressed if the persons would be healthy versus if

they would be diseased, since the distribution of their log CATE scores indicate that for most

persons, the log CATE scores are less than 0 (negative).

For the same genes, similar trends and conclusions can be deduced from the distribution of the log

CATE scores in Figure 13 estimated based on Two regression approach. This indicates agreement

in the estimated log-CATE scores based on the two approaches.
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Distribution of the log CATE scores estimated based on Contrast regression.

Figure 12: Stacked histograms showing the distribution of the log CATE scores for each of the

selected genes computed based on Contrast regression score method. The green and the red bars

indicate the healthy and diseased individuals respectively.
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Distribution of the log CATE scores estimated based on Two regression.

Figure 13: Stacked histograms showing the distribution of the log CATE scores for each of

the selected genes computed based on Two regression score method.The green and the red bars

indicate the healthy and diseased individuals respectively.

Figure 14 depicts the density plots comparing the log CATE scores estimated based on Contrast

regression and Two regressions methods. From the plot, the log CATE scores span the same

ranges for the same gene for the two approaches, and they both result into the same conclusions

for atleast the evaluated genes.

31



Anthony Okumu Masters Thesis (2023–2024)

Figure 14: Density plots comparing the log CATE scores estimated based on Contrast regression

versus Two regressions methods.
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4 Discussion

While performing differential gene expression (DGE) analysis, it is often of interest to investigate

effects directly caused by the exposure (treatment) on the gene expression and lists of affected

genes. This can be achieved through proper adjustment for the potential confounders in the

analysis. In this study, we performed causal DGE on a single cell - gene expression dataset

comparing lupus patients versus healthy controls. Causal inference techniques; standard IPW,

Standardization and doubly robust estimators were applied to estimate the ratio based average

treatment effect (Diseased versus Healthy). The effect size estimates and the number of differen-

tially expressed (DE) genes were thus compared. The individualized CATE scores were estimated

using contrast regression and two regression methods proposed by Yadlowsky et al. (2021).

First, traditional differential gene expression analysis was performed twice; using only the disease

status as the linear predictor (naive analysis) and adding disease status plus other covariates in

the model (conditional analysis). This was to evaluate the impact of confounding of the disease

effect the gene expression. The results showed notable differences in the number of significant

genes, effect size estimates and p-values. For instance, the conditional analysis identified fewer

significant genes as compared to the naive analysis (3269 Vs. 5193) being flagged at the same

FDR of 5%. This can be attributed to the fact that inclusion of additional covariates might con-

trol for confounding factors, leading to low false discoveries in the conditional analysis and thus

fewer significant discoveries as compared to the naive case. In fact, one would typically expect

that adding covariates results in higher power and thus could result into more DE genes. This is

not the case here. The possible reason is that the covariates are confounders and thus associated

with the disease variable which results into multicollinearity issue, hence fewer DE genes in the

conditional case.

Moreover, some genes like EPSTI1 and IF127 appeared in the top 10 DE genes for both analyses

but with different effect size estimates and p-values, showcasing how additional covariates in the

model can influence the estimated impact of the disease. It is worth noting that a straightforward

analysis focusing solely on the disease effect may overestimate the true impact of the disease by

ignoring potential confounders leading to biased results (Barrowman et al., 2019). Conversely,

including additional covariates can provide more reliable estimates of the effect.
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The Poisson-based and negative binomial effect size estimates evaluated on a randomly selected

set of 100 genes, indicated a strong agreement between the effect sizes estimates for most of the

genes although slightly different for some genes. The results from the comparison between the

test statistic values constructed based on the bootstrap standard errors could result in similar

inferences irrespective of the model used. Recognizing the fact that negative binomial models

would handle over-dispersion better, it required significantly more computational resources and

time, making them less practical for our analysis needs. We, therefore, opted for the Poisson

model to model the outcome in causal effect estimation due to the slower fitting times observed

with negative binomial models.

On comparison between IPW and Standardization approaches in Figure 8, the effect size esti-

mates were similar for most of the genes. Further, there is a strong linear relationship between

the two sets of estimates, indicate that even when the estimates are not exactly the same, they

tend to increase or decrease together. For some genes, a clear deviation of points from the red

dashed diagonal line was observed, indicating differences in the effect sizes as estimated by the

two approaches. The differences are also manifested in the number of uniquely identified genes.

While IPW and standardization target the same estimand (average treatment effect) and aim to

achieve the same goal, the approaches have got different ways of estimating the effect and require

slightly different assumptions. The IPW estimator depends on accurately specifying the exposure

model, which is generally more feasible than accurately specifying the outcome model, which is

desired in the standardization approach (Reifeis et al., 2020). However, IPW may be vulnerable

to the influence of extreme weights. Thus, the differences observed in the effect size estimates are

indeed expected, even worse if there is strong confounding. It is also worth noting that the effect of

confounding may not be the same on every gene. Regarding the number of significant genes, IPW

discovered fewer differentially expressed genes at 5% FDR level as compared to standardization

(3641 Vs 3701). In general, there are minor differences in bias and efficiency between the IPW

and standardization estimators, and one should choose between the two approaches based on

their knowledge of how well the exposure or outcome models are specified.
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The doubly robust approach also yielded comparable estimates as those based on IPW and stan-

dardization, although with a lower number of significant genes - 2609 genes as compared to the

singly robust methods. The effect size estimates in the standardized case versus doubly robust

were more variable as compared to IPW versus doubly robust. Further, the number of significant

genes discovered by both IPW and the doubly robust approach were more than those discovered

by both standardization and the doubly robust approach (728 vs 352 genes). These comparisons

indicate that the IPW approach seems to be closer to doubly robust, perhaps suggesting that the

propensity model may be better fitting the data than the outcome model.

In practice, we rarely know the true relations among exposure, outcome, and confounders. Doubly

robust estimators have shown to provide advantages over IPW and standardization approaches

(Moodie et al., 2018), since they provide two chances to get it right i.e, yield consistent estimates

for causal effect when atleast one of the two models is correctly specified and thus often preferred.

It is also worth noting that the three causal effect methods discovered lower number significant

genes as compared to the traditional Poisson based method.

Yadlowsky et al. (2021) approaches were implemented to estimate the ratio-based CATE scores.

Their approaches focus on estimating “individualized” ratio-based CATE scores utilizing dou-

bly robust estimation and semi-parametric modeling. It also integrates flexible machine learning

methods such as boosting in the predictions. Due to computational time, the scores were esti-

mated and evaluated on a selected set of six genes. For the same genes, the estimated log-CATE

scores based on the Contrast regression and the Two regression approaches in Figures 12 and 13

respectively, yield similar conclusions.

Further, conclusions from the marginal log-ratio estimates for the selected genes indicated some

similarity with the conclusions based on the individualized conditional log-ratios; For instance, the

AIPW flagged genes IFI27, OAS1, and MT2A as up-regulated and genes KIF22, MT-ND4L,

and EIF4B as down-regulated. Note that we cannot directly compare the marginal estimands

and the conditional estimands. The log CATE scores based on the two proposed approaches

span the same ranges for the same gene and both result into the same conclusions for atleast

the evaluated genes. In order to select which of the score method captures the most treatment

heterogeneity (performs well), cross validated CATE scores are considered to reduce optimism.
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5 Ethical Thinking, Societal Relevance, and Stakeholder Aware-

ness

5.1 Ethical Thinking

Ethical considerations include ensuring data privacy and confidentiality, maintaining integrity,

and fostering transparency throughout all research phases. Compliance with these standards is

crucial for ethically handling patient data and ensuring the trustworthiness of study results. The

project commits to adhering to the thesis agreement, which includes protocols for managing sensi-

tive data and mandates accurate and complete reporting of findings to prevent misinterpretation

and misuse.

5.2 Societal Relevance

The study aims to enhance treatment strategies for lupus through advanced causal inference

techniques applied to genomic data, and it seeks to advance the methodologies of causal inference

itself. By improving treatment outcomes, the project directly contributes to better patient care

and quality of life. Additionally, by exploring several methodologies in causal inference, the

project contributes to broader scientific and medical advancements. These contributions are a

key for healthcare decision-making, offering long-term benefits to the medical community and

patients alike by fostering methodological innovation and practical healthcare improvements.

5.3 Stakeholder Awareness

Key stakeholders in this project include Janssen Pharmaceutica, medical researchers, and lu-

pus patients. Janssen Pharmaceutica benefits from enhanced drug development processes and

insights into disease mechanisms. Medical researchers gain from improved analytical methods

and enhanced scientific knowledge, which in turn inform clinical decision-making and target new

therapeutic avenues. Patients stand to gain the most directly, as advancements in treatment

offer them better care options and an improved understanding of their condition. Awareness of

these stakeholders’ perspectives ensures that the project’s objectives align with the needs and

expectations of those it aims to serve, promoting a more targeted and beneficial outcome.
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6 Conclusions and Future Research

The study results have demonstrated that confounding factors have a huge impact on the ex-

posure effect estimates as well as the number of differentially expressed genes and thus, proper

adjustment should of these confounding variables should not be overlooked especially in observa-

tional studies. Further, while estimating causal effects of the exposure variable on the outcome,

the estimator really matters even though they might be targeting the same estimand. Choosing

between which estimator to use, for example between IPW and standardization, one can base on

their relative confidence in specification of the exposure or outcome models.

Doubly robust estimators provide advantages over IPW and standardization and potentially al-

low the easing of certain modeling assumptions in observational genomics. Hence, preferred over

singly robust estimators. Individualized ratio-based CATE scores were estimated based on Yad-

lowsky’s doubly robust methods, Contrast regression, and the Two regressions approaches. These

scores show effect heterogeneity among individuals based on different covariate levels. The in-

dividualized effects allow clinicians to understand how much an individual would benefit from a

particular intervention based on the covariates. It should be noted that causal inference from an

observational study cannot replace causal inference from an RCT. Conditional exchangeability is

an untestable assumption in an observational study, whereas in an RCT, it holds true in practice.

The study opens for a wide range of opportunities in exploring ratio based CATE as a measure of

causal effect. Future work may focus on how the individualized scores can be averaged across all

individuals in order to perform inference on a gene. The study can also be extended to a setting

with a continuous or longitudinal exposure variables.
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Appendix

Methods:

We describe the steps for estimating the ratio-based CATE based on the approaches proposed by

Yadlowsky et al. (2021). Let;

• D denote binary treatment variable taking values in the set {0, 1}.

• Z is a vector of baseline covariates.

• Y is a count outcome.

The aim is to estimate the ratio-based CATE score defined as; CATE(z) = log
[
E[Y (1)|Z=z]

E[Y (0)|Z=z]

]
where Y (d) is the potential outcome that would be observed if the patient received the treatment

d ∈ {0, 1}. CATE(z) score indicates the individualized log ratio if an individual would be treated

(D = 1) versus if they would be untreated (D = 0), conditional on the baseline covariates.

Contrast Regression Approach

Steps

1. Divide dataset randomly R into K non-overlapping parts, R1, R2, . . . , RK , of approximately

equal size.

2. For each fold k = 1, . . . ,K and each treatment group d ∈ {0, 1}:

(a) Estimate the conditional mean outcome given the baseline covariates using a Poisson-

based gradient boosting regression method based on the observations without the kth

fold, R−k. Denote this prediction as Ŷ
(d)
−k (z).

(b) Estimate the Propensity Score (PS) on R−k. Denote the estimated PS as π̂−k(z).

3. Solve for δ in the doubly robust estimating equation; Let z̃ denote the z with an intercept,

S(δ) =

K∑
k=1

∑
i∈R−k

z̃i

Di

{
Yi − 1

2

(
Ŷ

(0)
−k (z̃i) exp(δ

T z̃i) + Ŷ
(1)
−k (z̃i)

)}
(1− π̂−k(z̃i))

exp(δT z̃i)π̂−k(z̃i) + 1− π̂k(x̃)

+
(1−Di)

{
Yi − 1

2

(
Ŷ

(0)
−k (z̃i) + Ŷ

(1)
−k (z̃i) exp(−δT z̃i)

)}
exp(δT z̃i)π̂−k(z̃i)

exp(δT z̃i)π̂−k(z̃i) + 1− π̂−k(z̃i)

 = 0, (7)

using the Newton-Raphson method (NRM) or an L2-norm score method as alternative in

case of convergence issues with NRM. Denote the estimator as δ̂.
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4. Repeat the above steps for B bootstrap samples to obtain δ̂b in the b sample, and compute

the final estimator δ̂ as the mean of the bootstrap estimates δ̂b.

5. Estimate the Conditional Average Treatment Effect (CATE) with contrast regression from:

ˆCATEcontrastreg(z) = δ̂⊤z̃.

Two Regressions Approach

Steps

1. Divide randomly the dataset R into K non-overlapping folds (subsets) of approximately

equal size, labeled as R1, R2, . . . , RK .

2. For each fold k and each treatment group d ∈ {0, 1}:

(a) Exclude the k-th fold to form R−k (data excluding fold k). Then use a Poisson-based

gradient boosting regression on R−k to predict outcomes, adjusting for covariates. The

predictions are denoted as Ŷ
(d)
−k (z) which are the initial nonparametric prediction of

the potential outcome.

(b) Estimate the PS for each individual based on R−k. Denote the PS as π̂−k(z) and

estimate the weights Ŵ (d) = d D
1−π̂−k(z)

+ (1 − d) (1−D)
1−π̂−k(z)

for each individual, were D

denotes the treatment received.

(c) Solve the following weighted estimating equation;

S(αdk, γdk) =
∑

i∈R−k

W
(d)
i

(
log

(
Ŷ

(d)
−k (zi)

)
z̃i

)(
Yi − exp

(
αdk log

(
Ŷ

(d)
−k (zi)

)
+ γTdkz̃i

)
× Li

)
= 0,

where z̃ is z with an intercept; (8)

by fitting a Poisson regression with Y as the response, log-transformed predictions,

log
(
Y (r)(z)

)
and z as the covariates, the log-transformed offset (log(L)), and Ŵ (d)

from the PS estimation as weights. Denote the solution to the estimating equations

by (α̂rk, γ̂rk).

3. Fit another Poisson regression with exp
(
α̂rk log

(
Ŷ

(d)
−k (z)

)
+ γ̂Trkz̃

)
as the response, using

only covariates, z and not including an offset or weights. Solve the doubly robust estimating
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equation;

S(βd) =
K∑
k=1

∑
i∈Dk

z̃i

(
exp

(
α̂dk log

(
Ŷ

(d)
−k (zi)

)
+ γ̂Tdkz̃i

)
− exp(βT

d z̃i)
)
= 0, (9)

to obtain β̂d, representing the treatment effect.

4. Repeat steps (a - c) with B bootstrap samples to obtain β̂b
d. The final estimator β̂d is the

mean across all bootstrap estimates β̂b
d.

5. Compute the Conditional Average Treatment Effect (CATE) for a set of covariates x as

CATEtworeg(z) = (β̂1 − β̂0)
T z̃.

Models:

Conventional DGE Analysis

Let Ygi
i.i.d∼ NB(λgi, ϕg),

Naive Analysis:

log(λgi) = β0g + β1gSLE Statusi + logLi, i = 1, 2, · · · , 256. (10)

Conditional Analysis:

log(λgi) = β0g + β1gSLE Statusi + β2gBatchi + β3gAgei + β4gSexi + β5gPopCovi + logLi, (11)

i = 1, 2, · · · , 256.

where;

Li − Effective Library size of sample i

ϕg −Overdispersion parameter for gene, g

λgi = E(Ygi|Li, Zi)−mean count given the library size and covariates Zi in the model.

Standardization Approach

The model in Equation 12 was fitted for the diseased and healthy groups seperately.

Let Ygi
i.i.d∼ Po(λgi),

log(λgi) = β0g + β1gBatchi + β2gAgei + β3gSexi + β4gPopCovi + logLi, (12)

where i = 1, 2, · · · , 158 in the diseased group and i = 1, 2, · · · , 98 in the healthy group.
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IPW Approach

The logistic treatment regression model to compute the weights.

logit(Pr(Di = 1|Zi) = γ0 + γ1Batchi + γ2Agei + γ3Sexi + γ4PopCovi + logLi, (13)

i = 1, 2, · · · , 256.

The outcome regression with inverse probabilities as weights.

log(λgi) = α0g + α1gSLE statusi + logLi, i = 1, 2, · · · , 256. (14)

Doubly Robust Approach

cate.model = Expression ∼ batch cov + Age + Sex + PopCov + offset(LogLibSize) (15)

ps.model = Disease ∼ batch cov + Age + Sex + PopCov (16)
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Results:

The distribution of overdispersion parameter estimates for 100 genes.

Figure 15: Distribution of the dispersion parameters estimated based on NB-GLM models for

100 genes.
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Comparison between the top 100 significant genes based on IPW versus Standard-

ization

Figure 16: A Venn diagram comparing the top 100 significant genes based on IPW versus

Standardization.

Comparison between the top 100 significant genes based on IPW, Standardization

and Doubly robust methods.

Figure 17: Upset plot comparing the top 100 significant genes based IPW, Standardization and

Doubly robust estimation approaches.
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R code

#************************************* Loading Data **************************************

# Reading Systematic Lupus Erythematosus(SLE) data

sleData <- readRDS("240209_lupusDataSCE_raw_CM.rds")

# Assign named assay "X" to counts: For easy manupulation

counts(sleData) <- assay(sleData, "X")

# dim(counts(sleData)) # 12869 307429

# Aggregation of single-cell to pseudobulk data

#****************************** pseudo-bulk samples**************************************

# Creating pseudo-bulk samples (from cell level counts): Aggregate by ind_cov_batch_cov

sle_summed <- aggregateAcrossCells(sleData,

id=colData(sleData)[,c("ind_cov_batch_cov")])

# dim(counts(sle_summed)) # 12869 genes , 355 samples;

# Number of genes maintained -- The aggregation is done for every gene.

#*********************** Independence assumption!!! ************************************

# NOTE: For some patients, multiple samples were taken, So no independence......

# -----------selecting one sample per patient from the aggregated data---------#

# --------- Select the samples with the highest total count --------------------#

# Add a column 'total_counts' to the'metadata', representing total counts for each cell

sle_Data_count <- sleData

colData(sle_Data_count)$total_counts <- colSums(counts(sle_Data_count))

metadata_count <- as.data.frame(colData(sle_Data_count))

# Summarize to find the ind_cov_batch_cov with the highest total count

ind_batch_summary <- metadata_count %>%

group_by(ind_cov, ind_cov_batch_cov) %>%

summarise(total_counts_sum = sum(total_counts), .groups = 'drop') %>%

arrange(ind_cov, desc(total_counts_sum)) %>%

group_by(ind_cov) %>%

filter(row_number() == 1) %>%

ungroup()

# Extract the ind_cov_batch_cov identifiers to retain

ind_batch_ids_to_retain <- as.character(ind_batch_summary$ind_cov_batch_cov)

# Subset the aggregated data to contain one sample per patient

sle_summed_indep <- sle_summed[, sle_summed$ind_cov_batch_cov %in%

ind_batch_ids_to_retain]

# dim(sle_summed_indep) # 12869 genes, 261 unique samples
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# Delete samples from from African American and Hispanic because there are few

# data points. Only 3 from African American and 2 from Hispanic.

sle_summed_indep <- sle_summed_indep[, colData(sle_summed_indep)$pop_cov %in%

c("Asian", "European")]

# Dropping unused levels in all factor columns in colData

colData(sle_summed_indep) <- DataFrame(lapply(colData(sle_summed_indep), function(x) {

if (is.factor(x)) droplevels(x) else x

}))

# dim(sle_summed_indep) # 12869 256; NOTE: 5 samples were removed

#****************** Exploration of expression data *************

# Un Supervised Exploratory Data Analysis

# PCA plot

pcaplot1 <-plotReducedDim(sle_summed_indep, "X_pca", colour_by = "SLE_status")

p1 <- pcaplot1 + labs(x = "PCA 1", y = "PCA 2", title = "PCA Plot by SLE Status") +

theme_bw() + theme(plot.title = element_text(hjust = 0.5))

# UMAP plot

umapplot1 <- plotReducedDim(sle_summed_indep, "X_umap", colour_by = "SLE_status")

p2 <- umapplot1 + labs(x = "UMAP 1", y = "UMAP 2", title = "UMAP Plot of SLE Status") + theme_bw() +

theme(plot.title = element_text(hjust = 0.5),

axis.title = element_text(size = 12),

axis.text = element_text(size = 10))

# Combined plot

grid.arrange(p1, p2, nrow = 1, ncol = 2)

#******************** Fitting NB Models using glmmTMB ***********************

# Assign the data object 'sle_summed_indep' to the variable 'sle'to work with.

sce <- sle_summed_indep

# FILTERING

# Remove genes that are lowly expressed

keep <- filterByExpr(sce, group=sce$SLE_status) # default min total count 15

# removes genes that are not expressed above a log-CPM threshold in a minimum number of samples

sce <- sce[keep,]; summary(keep) # Remained 8578 genes

# Calculating normalised library sizes (effective library sizes)

sce_norm <- calcNormFactors(sce, method = "TMM") # or use normLibSizes() function which is the same

NormLibSize <- sce_norm$samples$lib.size*sce_norm$samples$norm.factors

# Naive Case: gene expression ~ disease

# Initialize a list to store model results for all genes

models.list <- list()

# Initialize a vector to flag genes with fitting issues
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problematic_genes <- character()

# Create a dataframe for glmmTMB fitting

lupus <- data.frame(

Expression = NA,

Disease = sce$SLE_status,

LogLibSize = log(NormLibSize)

)

# Loop to fit models and catch any fitting problems

for (i in 1: nrow(sce)) {

gene_name <- rownames(sce)[i]

# print(paste("Processing gene:", gene_name))

# Attempt to fit the model, catch warnings and errors

fit_result <- tryCatch({

warning_issue <- FALSE

warning_message <- ""

# Catch warnings specifically

model <- withCallingHandlers({

lupus$Expression <- as.numeric(counts(sce)[i, ])

# Model

glmmTMB(Expression ~ Disease + offset(LogLibSize), data = lupus, family = nbinom2(link="log"))

}, warning = function(w) {

warning_issue <- TRUE

warning_message <- w$message

invokeRestart("muffleWarning")

})

list(model = model, issue = warning_issue, message = warning_message)

}, error = function(e) {

# Handle errors

list(model = NULL, issue = TRUE, message = e$message)

})

# Store the model result

models.list[[gene_name]] <- fit_result

# If there was an issue (warning or error), flag the gene

if (fit_result$issue) {

problematic_genes <- c(problematic_genes, gene_name)

message_type <- ifelse(fit_result$message == "", "Error", "Warning")

print(paste(message_type, "with gene:", gene_name, "Message:", fit_result$message))

}

}

# Save the list of full model objects

saveRDS(models.list, "models_list.rds")
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# Load the models list from the RDS file

mlist <- readRDS("models_list.rds")

# Initialize an empty dataframe for storing Effect size, standard error and p-values

resultsNB_df <- data.frame(

Gene = character(),

effect_size = numeric(),

std_error = numeric(),

PValue = numeric()

)

# Loop through each model in the list

for (gene in names(mlist)) {

# Extract the model from the list

model.fit <- mlist[[gene]]

# Extract out effect size, standard error and pvalue for each gene

effect_size <- summary(model.fit$model)$coefficients$cond[2, 1]

std_error <- summary(model.fit$model)$coefficients$cond[2, 2]

pvalue <- summary(model.fit$model)$coefficients$cond[2, 4]

# Append the gene name, effect size, standard error and its p-value to the dataframe

resultsNB_df <- rbind(resultsNB_df,

data.frame(Gene = gene, EffectSize = effect_size,

StdError = std_error, PValue = pvalue))

}

# Multiplicity correction using BH

resultsNB_df$p.adj <- p.adjust(resultsNB_df$PValue, method = "BH")

sum(resultsNB_df$p.adj > 0.05) # significant genes

# Conditional case: gene expression ~ disease + covariates

# Initialize a list to store model results for all genes

models.list2 <- list()

# Initialize a vector to flag genes with fitting issues

problematic_genes2 <- character()

# Create a dataframe for glmmTMB fitting

lupus <- data.frame(

Expression = NA,

Disease = sce$SLE_status,

batch_cov = factor(sce$batch_cov),

Age = as.numeric(sce$Age),

Sex = sce$Sex,

PopCov = sce$pop_cov,

LogLibSize = log(NormLibSize)

)

# Loop to fit models and catch any fitting problems

for (i in 1: nrow(sce)) {

gene_name <- rownames(sce)[i]

# Attempt to fit the model, catch warnings and errors

50



Anthony Okumu Masters Thesis (2023–2024)

fit_result <- tryCatch({

warning_issue <- FALSE

warning_message <- ""

# Catch warnings specifically

model <- withCallingHandlers({

lupus$Expression <- as.numeric(counts(sce)[i, ])

# Model

glmmTMB(Expression ~ Disease + batch_cov + Age + Sex +

PopCov + offset(LogLibSize), data = lupus, family = nbinom2(link="log"))

}, warning = function(w) {

warning_issue <- TRUE

warning_message <- w$message

invokeRestart("muffleWarning")

})

list(model = model, issue = warning_issue, message = warning_message)

}, error = function(e) {

# Handle errors

list(model = NULL, issue = TRUE, message = e$message)

})

# Store the model result

models.list2[[gene_name]] <- fit_result

# If there was an issue (warning or error), flag the gene

if (fit_result$issue) {

problematic_genes <- c(problematic_genes, gene_name)

message_type <- ifelse(fit_result$message == "", "Error", "Warning")

print(paste(message_type, "with gene:", gene_name, "Message:", fit_result$message))

}

}

# Save the list of full model objects

saveRDS(models.list2, "models_list2.rds")

# Load the models list from the RDS file

mlist_all <- readRDS("models_list2.rds")

# Initialize an empty dataframe for storing Effect size, standard error and p-values

resultsNB_df2 <- data.frame(

Gene = character(),

effect_size = numeric(),

std_error = numeric(),

PValue = numeric()

)

# Loop through each model in the list

for (gene in names(mlist_all)) {

# Extract the model from the list

model.fit <- mlist_all[[gene]]
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# Extract out effect size, standard error and pvalue for each gene

effect_size <- summary(model.fit$model)$coefficients$cond[2, 1]

std_error <- summary(model.fit$model)$coefficients$cond[2, 2]

pvalue <- summary(model.fit$model)$coefficients$cond[2, 4]

# Append the gene name, effect size, standard error and its p-value to the dataframe

resultsNB_df2 <- rbind(resultsNB_df2,

data.frame(Gene = gene, EffectSize = effect_size,

StdError = std_error, PValue = pvalue))

}

# Multiplicity correction using BH

resultsNB_df2$p.adj<-p.adjust(resultsNB_df2$p.adj, method = "BH")

sum(resultsNB_df2$p.adj < 0.05, na.rm = TRUE) # significant genes

#************************************* END-CODE ******************************************

The additional R code for the analysis has been uploaded to GitHub i.e, click Code Anthony Thesis.
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