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ABSTRACT With the growing adoption of renewable energy, hybrid wind-solar plants are gaining interest
because they allow the increase of energy yield per unit of surface area. However, the presence of wind
turbines creates unique shading scenarios for the solar panels. This work presents a simulation-based
approach to investigate the solar plant’s energy yield and converter IGBT lifetime in the presence of dynamic
and fast-moving shadows created by the wind turbine blades. First, the need for a dynamic simulation as
opposed to a static one is examined. Next, the sensitivity of Photovoltaic (PV) string orientation, PV string
location, wind direction, Maximum Power Point Tracker (MPPT) control speed, and turbine rotor speeds
on energy yield and IGBT lifetime are investigated in a case study. Results show that dynamic and static
simulations can show vastly different results. MPPT can have difficulty with shadow flicker, resulting in
different string voltages depending on the MPPT update speed and wind turbine rotor speed. The shadow
flicker introduces additional temperature swings in the IGBT, but these are too small to add any significant
lifetime consumption (< 1.2%). Thus, the observed changes in lifetime consumption are caused mainly by
controller behavior and static shadows. Finally, it is concluded that PV strings are better placed south, east,
or west of the wind turbine for optimal energy yield and lifetime consumption. A northern placement can be
suitable if there is a significant distance (+50 m) between the PV string and the wind turbine.

INDEX TERMS Dc-dc power converters, lifetime estimation, solar energy, solar panels, wind turbines, yield
estimation.

I. INTRODUCTION
The energy transition to renewable energy sources results
in the construction of an increasing number of solar and
wind turbine installations. In 2023, solar and wind energy
were responsible for 5.5% and 7.8% of total global electric
energy generation, respectively [1]. Unfortunately, space is
not always plentiful. Because of this, wind and photovoltaic
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(PV) installations can be combined to maximize the use of
available space and minimize system costs [2], [3], [4]. These
hybrid wind and PV installations create unique operating
conditions for both PV panels and converters because the
wind turbines will cast a systematic shadow on the panels.
This shadow consists of two parts: the shadow of the turbine
tower and the rotor blades. The tower will produce a slowly
moving shadow while the shadow cast by rotor blades
causes a shadow flicker on the panels below and thus causes
frequent power fluctuations in the PV system. These power

48746

 2025 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License.

For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 13, 2025



L. Van Cappellen et al.: Simulation-Based Investigation of Wind Turbine Induced Shadow Flicker

fluctuations can lead to decreased energy yield and additional
stress on both PV cells and the internal components of
the converter. One of the most failure-prone components in
PV converters is the switching device [5]. They experience
thermal, electrical, and environmental stress in their lifetime,
which can result in wear-out failure like die attach cracks,
bond wire cracks, and bond wire liftoff [6], [7]. Hence, in the
case of a hybrid wind and PV installation, frequent power
fluctuations can result in additional thermo-mechanical stress
and reduce the lifetime of the system.

Research towards modeling of wind turbine-induced
shadow in PV systems has already been performed [8],
[9], [10], [11], [12], [13]. They, however, are focused on
plant efficiency and ignore the dynamic movement of the
rotor blades. Dekker et al. have conducted a study that
measured the effect of dynamic shading of the wind turbine
on the performance of the PV system [14]. They found that
dynamic shading by wind turbines can significantly affect
power generation due to the non-optimal configuration of
the Maximum Power Point Tracker (MPPT) and inverter
control. The study only performs measurements and does
not try to replicate the system behavior in a model. Studies
on how wind turbines can influence converter lifetime are
lacking.

This paper will focus on developing a methodology to
dynamically simulate the hybrid wind PV installation, taking
turbine rotor rotation into account. Using the developed
methodology a case study will be conducted to investigate
the following research questions:

• What is the impact of wind turbine-induced shadow
flicker on IGBT licensed shadow flicker on IGBT
lifetime and solar energy yield?

• Is there preferential placement of solar arrays in wind-
solar parks?

The Unity engine is used to build a virtual, hybrid solar
and wind installation. Themodel simulates realistic operating
conditions by accounting for the sun’s position and the
precise movement of the wind turbine rotor. Next, the string
voltage and current can be used to calculate PV system energy
yield. The thermal load profile of the IGBT junction can be
used to evaluate the wear-out failure. This evaluation will be
performed for multiple string orientations, string locations,
wind turbine rotation speeds, and converter MPPT update
speeds for a real one-year solar mission profile.

The paper is structured as follows: section II will discuss
the used methodology and explain the used electrical,
PV, control, thermal, Unity model, and lifetime models.
Section III will discuss results for all different cases, and
section IV will end with a conclusion.

II. METHODOLOGY
A. 3D SOLAR-WIND PLANT SIMULATION
To capture the shading cast by a wind turbine as realistically
as possible, a complete hybrid solar-wind plant needs to be
simulated. Unity is widely used as a game engine, but because

of its built-in functions to place objects, simulate movement,
and track collisions, it is perfect for simulating the hybrid
plant.

The scene contains three components, as shown in Fig. 1:
the turbines, sun, and PV modules. The sun is simulated as a
point in space 150 million km away from the park. With date,
time, and geographic location on Earth, the current location
of the sun in the sky can be calculated. This way, the sun can
be moved through the sky while the plant stays still to mimic
the behavior of the earth’s rotations and rotation of the earth
around the sun.

Typically, a PV module has 60 or more cells, but because
of the scale and computation time of the model, it is not
feasible to simulate each cell. Therefore, it is assumed that
each module contains three sub-strings of 6 cells each and
one bypass diode per sub-string. Each cell in the PV modules
has 2 states: shaded or not shaded. Each cell has thus its
own unique shade mission profile. The model simulates time
from January 1, 2023, to December 31 2023. To accurately
capture the effect of shadow flicker on the modules, the
time resolution needs to be high. This would require an
unacceptable amount of computational power, so some
methods are introduced to reduce the computation time.
Firstly, because the sun’s apparent movement through the sky
is quite slow, the shadows are measured every 5 minutes.
During the measurement, the time resolution is kept at 0.02 s.
Secondly, the measurement duration is taken as the time
needed to complete a 120◦ rotation of the turbine rotor. This
data can then be repeated during data processing to create a
full 5-minute interval of shade data at 0.02 s resolution. The
measurement is performed by using the ray-cast function of
Unity. The ray is cast from the sun to each of the PV cells.
If the ray collides with the mesh of the wind turbine, a collider
flag will trigger and the cell will be considered shaded. This
is done for each time step to construct a shade profile for each
individual cell.

B. PHOTOVOLTAIC MODEL
In this study, a single string of 28 PV panels is considered.
As explained in section II-A, each panel contains three sub-
strings of 6 cells each. This results in a total of 504 cells. Each
cell has two potential states: shaded or not shaded. When the
cell is not shaded, it is exposed directly to the open sky and
thus receives global horizontal irradiance. When the cell is
shaded, only diffuse light is hitting the cell. When the wind
turbine casts a shadow on the PV array, the number of shaded
cells changes constantly. This means that the IV curve of the
PV system changes continuously and rapidly. It is important
to correctly simulate the full PV string, including bypass
diodes, to provide a realistic PV string voltage and current
input for the converter. In order to accomplish this, each cell
and diode does not need to be simulated discretely, but they
can be grouped together. The cells can be divided into three
groups:

• Group 1: Cells in sub-string where no cell is shaded.
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FIGURE 1. Unity scene with three elements: wind turbines, PV array, and sun. The ray-cast (in red) from the sun to cells is blocked by the wind turbine
for some cells.

• Group 2: Cells in sub-strings that contain shaded cells
but are themselves not shaded

• Group 3: Cells that are shaded.

Fig. 2 shows the simplified equivalent circuit of the
complete PV array. All cells are placed in series in their
corresponding group. In this study, the string IV-curve will
be constructed by combining the individual cell IV-curves.
When some cells are shaded, there are two regions in the IV
curve, as shown in Fig. 3. In the first part of the curve, group 1
produces more current than group 3, activating the bypass
diode. This leads to zero voltage across the sub-strings with
cells of groups 2 and 3 when the diodes are assumed to be
ideal. Because the cells in group 2 are in series with cells from
group 3, they will also not generate power. In this area of the
IV-curve, only the cells from group 1 contribute. Hence the
string IV-curve can be constructed by multiplying the voltage
of the IV curve of a group one cell by the amount of group one
members. In the second part of the curve, the current drops
enough so the bypass diodes are not active. This results in
a series connection of all the cells. Consequently, the string
IV-curve can be constructed by the sum of all cell IV-curves
along the voltage axis.

C. CONTROL
The voltage and current of the string are determined by both
environmental factors, like irradiance and shade, and the
inverter controller behavior. This voltage and current directly
determine the losses in the IGBT and, thus, the junction
temperature. It is crucial to determine how the converter
controller reacts to sudden shading conditions and how this
affects string voltage and current. Dekker et al. reported
current drops when dynamic shading is introduced [14].
The converter attempts to maintain stable string voltage.
However, due to variations in the MPPT algorithm, step
size, and overshoot, voltage fluctuations and offsets may

FIGURE 2. String current flow in (a) Bypass active and (b) Bypass not
active.

FIGURE 3. IV curve of partial shaded PV string.

occur. To further validate this, a small-scale experiment was
conducted to observe how the converter responds to dynamic
shading.
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In the experiment, a single PV panel in a string is quickly
covered and uncovered to mimic a quick passing shading
event. The setup consists of a south-oriented and north-
oriented string with each 13 panels in series. Each string is
connected to separate MPPT inputs on an ABB Trio 8.5 kW
inverter. Only the southern string is used for the shading
experiment. The string voltage and current are measured near
the inverter input with a National Instrument DAQ setup at a
resolution of 40 µs.

A single PV panel is manually covered with a tarpaulin to
mimic a sudden partial shading event and is removed after
a couple of seconds. The results are shown in Fig. 4. The
experiment can be split into 4 sequential events, which are
visible on the IV-curve and measurement data:

1) Shadow is introduced. String voltage stays constant
while the current drops.

2) MPPT searches the new MPP by dropping string
voltage.

3) Shadow is removed. String voltage stays constant while
current rises.

4) MPPT starts increasing string voltage to reduce current
and regain initial MPP.

It is clear that the inverter keeps the voltage constant in a
shading event. This results in an extreme current drop over
a period of 0.13 s. Note that the application of shade was a
manual process; thus, a faster shading event could result in
an even faster current drop. Similar results are seen when the
shadow is removed. For the simulation, the main takeaway is
that the inverter keeps the input voltage constant and drops
the current according to the IV curve. The experiment shows
this drop is fast, and because the MPPT update speed does
not drop below 0.02 s in this study, it is assumed to be
instantaneous. Another observation is a noticeable voltage
ripple, caused by the MPPT searching for a new maximum
at approximately 10 V/s.

In this study, MPPT control is simulated completely
separate from the electrical model. The simulated MPPT
controller moves the MPP on the IV curve to determine the
instantaneous string voltage and current. This voltage and
current can later be used in the electrical model. There are
various MPPT algorithms available [15], including: perturb
and observe (P&O) [16], incremental conductance [17],
hill climbing [18], current sweep [19], ripple correlation
control [20], extremum seeking control [21], PSO and
neural network based MPPT [22], . . .Each MPPT algorithm
and control implementation can result in possible different
reaction of the converter to dynamic shading. For this study,
a perturb and observe (P&O) algorithm is chosen for the
MPPT. The MPPT takes voltage steps of 1 V and has a
variable update speed depending on the studied case. Because
P&O algorithms can get stuck in local maxima, a complete
IV-sweep is performed every 6 min to find the true global
maximum. The IV sweep takes 0.5 s to complete. Fig. 5 shows
an overview of the complete simulation loop. This loop is
executed every 20 ms.

FIGURE 4. (a) Movement of power point on IV curves of non-shaded and
partially shaded PV string in the experiment. (b) PV string voltage and
current measured at inverter input during the experiment.

FIGURE 5. Simulation loop to calculate string voltage and current, this
loop is executed at the 20 ms update speed.

D. ELECTRICAL MODEL
The converter in this study is a simple boost topology,
as shown in Fig. 6. The output of the converter is connected
to a 1000 V DC bus. The losses inside the IGBT can be
approximated with equation 1 and 2.

Pconduction = DI2inRon (1)

Pswitch =
1
2
Vout Iin(trise + tfall)f (2)
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FIGURE 6. Boost converter topology.

FIGURE 7. Electric and thermal model implemented in Matlab.

where Vout and Iin are the instantaneous output voltage
and input current respectively, f the switching frequency
(20 KHz) and D the duty cycle. The rise time trise, fall
time tfall , and the on-resistance Ron dependency on junction
temperature and voltage are extracted from the datasheet.
The chosen IGBT is the Infineon IKZA40N120CS7, which
is described as an adequate IGBT for PV applications.

E. THERMAL MODEL
In this work, the thermal RC network, as shown in Fig. 7,
is used to model the thermal path from the IGBT junction
to ambient. The thermal model consists of multiple sections.
Firstly, on the left is the electrical model, which feeds its
losses into the thermal model. There is a feedback loop for
the junction temperature to the electrical model to calculate
the temperature-dependent Ron of the IGBT. Next, the heat
will flow through the different packaging layers of the IGBT.
These layers are modeled with a thermal foster network. The
Foster parameters are extracted from the data sheet provided
by the manufacturer. The final part of the thermal model
consists of the thermal pad and heatsink. A Cauer network is
used because Cauer layers represent physical material layers.
The pad has a value of 0.85 K/W. The thermal capacitance
and resistance of the heat sink can have a substantial impact
on lifetime predictions [23]. A passive heat sink is designed
to keep the junction temperature under 125 ◦C at all times.
A fluid Finite Element Simulation is used to calculate the
thermal resistance for multiple heat sink temperatures to
create a lookup table [24]. The heat sink is then implemented
as a variable thermal resistor, whose value changes depending
on the heat sink temperature.

The thermal capacitance is determined to be 21.2 J/K
using specific heat capacitance and heat sink size. Finally, the
ambient temperature is kept to 23 ◦ during this study.

F. LIFETIME EVALUATION
In general, it is widely accepted that cyclic loading has a
big impact on the IGBT package lifetime. Cyclic failure can

be classified into two groups depending on the cycles to
failure: under 10000 cycles to failure is considered low cycle
fatigue, and everything above 10000 cycles is considered high
cycle fatigue [25]. In low-cycle fatigue, plastic deformation
is the dominant reason for failure. It happens in situations
where the component is exposed to high load swings. It is
often described using the Coffin-Manson relation. High cycle
fatigue is caused by elastic deformation and is described
by Basquin’s relation. Most lifetime models are focused on
low-cycle fatigue because it is often more dominant than
high-cycle fatigue and considerably easier to perform in
accelerated power cycling tests. In this study, the majority of
the solar mission profile will result in plastic deformation and
low cycle fatigue. However, the presence of shadow flicker
will introduce a lot of smaller load cycles, which are possibly
mainly elastic.

This introduction of large amounts of elastic cycles
eliminates physics-based methods that evaluate lifetime
with cumulative plastic energy because elastic deformation
does not introduce energy loss. Additionally, physics-based
methods are computationally expensive, which is not ideal
for simulating long mission profiles [26], [27].

Another option lies with the analytical lifetime models
where power cycling is performed to measure the number
of cycles to failure [28]. In these tests, usually, high-
temperature swings are applied to keep the test duration
manageable. Using these models for high cycle fatigue would
require extreme extrapolation and introduce significant error
because of the transition from Coffin-Manson to Basquin.
Fortunately, the popular CIPS08 model has been extended for
lower temperature swings, which makes it suitable for this
study.

Note that the IGBT used in the electrical model has a
discrete package. This component was chosen because it
makes sense in a string converter of this size. However, the
CIPS08 model is originally made for modules. The CIP08
model is chosen because it extends to high cycle fatigue
and has the most parameters. This is not seen as a problem
because this work aims for a comparative study and not
for absolute lifetime predictions for a specific system. The
equation is as follows:

Nf =Aα
·1T β1

j · exp
(

β2

Tj,min+273.15

)
· tβ3on · Iβ4 · V β5 · Dβ5

(3)

With Nf the number of cycles to failure, A, β1, β2, β3, β4,
β5 constant model parameters, 1Tj the junction temperature
fluctuation, Tj,min the cycle minimum temperature, ton the
cycle heating time, I the current per bondwire,V the blocking
voltage of the chip and D the bond wire diameter.
Next, this model needs to be extended to include high cycle

fatigue. This model modifies the β1 parameter of the original
model to include high cycle fatigue [25]. Equation (4) shows
the modified β1. Fig. 8 shows the cycles to failure predicted
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FIGURE 8. Cycles to failure predicted by CIPS08 and extended CIPS08
model for low delta T.

by the CIPS08 and extended model.

β ′

1 = β1 + exp(−
1Tj − 26.2 K

1.74 K
) (4)

The CIPS08 model requires cycle information in order to
calculate cycles to failure. The junction temperature mission
profile is broken up into a finite set of cycles using rainflow
counting [29], [30], [31], [32], [33]. Finally, the individual
cycles to failure are combined using Miners rule to calculate
the total damage as shown in (5) [34]. Here k is the total
amount of unique cycles, ni is the occurrence of the cycle,
and C is the total lifetime consumption.

k∑
i=1

ni
Ni

= C (5)

III. RESULTS
There are infinite possibilities for creating a solar-wind
hybrid plant. Location, weather, park layout, and other factors
will all influence the cast shadow. It is, therefore, important
to define a case study but still provide some freedom to test
different scenarios. In this study, a fictional park located in
Hasselt, Belgium, is designed. Fig. 9 shows the complete
park. The distance D1 between turbines is 150 m, and the
distanceD2 in the main wind direction is 250 m. In this study,
13 wind turbines are considered. The turbine rotors have a
diameter of 55 m and a hub height of 65 m. Note how turbines
north of the string are omitted since they cannot cast a shadow.
The PV string will be located inside the PV string zone. This
zone also contains one turbine that will be used as a reference
to place the 28 PV panels. The PV panels have a dimension
of 1 m by 2 m.

This work will compare multiple cases in the described
hybrid plant and compare the IGBT lifetime and PV-energy
yield with a reference case. This reference case is the PV
system in the absence of wind turbines and thus, no shadow

FIGURE 9. Wind park scene in unity.

scenarios. This reference case has the MPPT update speed set
at 80 ms.

A. STATIC AND DYNAMIC SIMULATIONS
In this section, the Energy Yield and IGBT lifetime
predictions from a static (no blade rotation) and dynamic
(blade rotation) simulation are compared. Because in the
static case, the shadow depends on the turbine blade position,
2 cases are defined where the blades are rotated with different
angles as shown in Fig. 10. The PV string is placed 30 m
and 50 m north of the wind turbine, and the MPPT update
speed is set at 80 ms. The turbine blades rotate at 90 s−1

in the dynamic cases. Fig. 11 (a) shows the energy yield
and lifetime compared to the reference case, and (b) the
damage contribution and amount of cycles in function of
junction delta T. In the 30 m dynamic simulation, a small
bump is seen between 23 ◦C and 32 ◦C on the damage
distribution. This indicates only a ∼ 1.2% of total damage
is directly from shadow flicker-induced temperature swings.
In the static cases, the blade orientation can influence the
predicted lifetime and yield, with static-2 producing ∼ 2%
worse results than static-1. The lifetime difference between
static and dynamic is much larger at 13.2%, with the turbine
scenario even experiencing an increased lifetime, but energy
yield does see a drop of 1.3% compared to static orientation
1. The differences in lifetime and energy yield for the 50 m
cases are much less pronounced. The dynamic case produces
a 2% lower energy yield than static-2 produces. There is
no big difference in lifetime between static and dynamic,
as observed in the 30 m cases. It can be concluded that the
energy yield and IGBT lifetime can vastly differ between
static and dynamic simulations, but it seems to be case-
dependent. The difference is also not directly caused by the
additional temperature swings.

B. VARIABLE WIND TURBINE ROTOR AND MPPT UPDATE
SPEED
The previous section shows that dynamic behavior can
influence lifetime and energy yield compared to static
cases. Because this difference is not directly caused by the
additional temperature swings, an additional investigation is
required into how the MPPT reacts to the shadow flicker.
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FIGURE 10. Static case: (a) static-1 and (b) static-2. The turbine is located
south of the PV string.

FIGURE 11. (a) Energy yield and IGBT lifetime compared to reference.
(b) Amount of cycles (dotted) and damage distribution (full) for static and
dynamic simulations.

This section investigates the effect of turbine rotor speed and
MPPT update speed on lifetime and energy yield. For all
cases studied in this section, the PV string is placed 30 m
north of the wind turbine as shown in Fig. 10.
Fig. 12 shows a segment of the string voltage for July 9

for (a) multiple rotor speeds and (b) for multiple MPPT
speeds. For the rotor speed comparison, the MPPT update

FIGURE 12. Voltage segment of July 9 for (a) multiple turbine rotor speed
and (b) multiple controller MPPT speeds.

speed is kept at 80 ms. The rotor speed in the MPPT tracker
comparison is kept at 90◦s−1. The vertical lines are produced
during the IV-sweep to find global MPP. Note that in all
cases, irradiance, diffuse irradiance, and static turbine shade
are identical. It is clear that string voltage can vary greatly
depending on the rotor and MPPT speeds with specific
intervals where string voltages vary greatly, possibly because
the shadow flicker and rapidly changing IV-curve prohibits
the proper functioning and MPPT. There can be multiple
explanations. Firstly, because of the discrete sampling of
the MPPT, the update interval can become in sync with the
shadow flicker. Secondly, the tracker can be too slow to track
MPP in these fast varying conditions, causing it to drift, move
slowly, or get stuck. Additionally, shadow flicker happens
during the global search, which can cause the tracker to
choose a faulty global maximum from where the MPPT must
escape.

Fig. 13 shows the lifetime, energy yield, and damage
distributions for varying rotor speeds. Again the damage
directly caused by temperature swings is < 1%, but there
are differences in lifetime between the cases. 30◦s−1 and
90◦s−1 perform better than the reference case, but the 60◦s−1

performs similar. The impact on energy yield is minimal.
The lifetime, energy yield, and damage distributions for
the different MPPT speeds are shown in Fig. 14. Tracker
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FIGURE 13. (a) Energy yield and IGBT lifetime compared to reference.
(b) Amount of cycles (dotted) and damage distribution (full) for multiple
wind turbine rotor rotation speeds.

speed can have a significant impact on lifetime, with the
80 ms tracker outperforming the 240 ms and 20 ms trackers.
The lifetime seems to be extremely dependent on the rotor
and MPPT speed. The MPPT has difficulty tracking MPP.
It is important to note that the assumption that the rotor
speed is constant is unrealistic. In practice, the rotor speed
fluctuates with changes in wind speed, which can result in
less pronounced voltage variations.

C. VARIABLE STRING-TURBINE DISTANCE AND
ORIENTATION
In this section, the effect of PV string-turbine distance and
orientation on IGBT lifetime and energy yield is investigated.
All locations and orientations in Fig. 15 are investigated for
multiple distances D. During this study, the rotor speed is
kept at 90◦s−1 and the MPPT speed at 80 ms. Fig. 16 shows
the cycle counts and damage distributions. Cases a and b
contain the most cycles. This is to be expected, as the turbine
is directly south of the PV string. These cases are also the
only ones that contain noticeable additional damage in the
25-35 ◦C delta T interval directly caused by shadow flicker.
Fig. 17 shows the IGBT lifetime and energy yield

compared to the reference case. Cases ‘‘b’’, ‘‘c’’, ‘‘d’’, ‘‘e’’
and ‘‘f’’ all show a rising trend in IGBT lifetime and energy
yield as the distance to the wind turbine increases. This is
to be expected; at greater distances, less shadow is cast on

FIGURE 14. (a) Energy yield and IGBT lifetime compared to reference.
(b) Amount of cycles (dotted) and damage distribution (full) for multiple
MPPT update speeds.

FIGURE 15. PV string zone with (a) North wind and (b) East wind.

the PV string. Case ‘‘a’’ forms a notable exception, with the
lifetime at 30 m being a noticeable outlier from this trend.
To explain this, all groups 2 and 3 cells are added up each
day. The result is shown in Fig. 18. During summer, there is
a dip because the sun is high in the sky except for the sting at
30 m. It seems that at this distance, the blades cast a ‘‘bad’’
shadow that covers a substantial amount of the PV string.
During summer, solar irradiance and power are highest. This
additional shadow can lower the strain on the IGBT during
summer, thus greatly increasing lifetime.

Cases ‘‘g’’ and ‘‘h’’ have a minimal deviation from
the reference case but experience a slight increase in
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FIGURE 16. Amount of cycles (dotted) and damage distribution (full) for multiple locations and orientations for all locations in
Fig. 15, followed by a number representing the distance D.

lifetime around 20 m-30 m. There is no direct explanation
for this slight increase. It can possibly be a result of

the MPPT reaction on shadow flicker as explained in
section III-B.
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FIGURE 17. Energy yield and IGBT lifetime compared to reference for all locations in Fig. 15, followed by a number representing
the distance D.

FIGURE 18. Sum of all group 2 and 3 cells for each day of the year.

Looking at the results from a design perspective, it seems
that placing the PV string north of the wind turbine produces
worse lifetimes, especially in the ‘‘b’’ and ‘‘f’’ orientations.
The ‘‘a’’ and ‘‘e’’ orientations produce better lifetimes, but
worse energy yields. PV strings are better placed more

than 50 m south of the turbine. Eastern, western and
northern orientations experience minimal influence of the
wind turbine.

IV. CONCLUSION
This study investigates the effect of a wind turbine-induced
shadow flicker on a PV system’s energy yield and converter
IGBT lifetime. This is done using a novel dynamic simulation
methodology using Unity to calculate the shadows. First,
it is concluded that there can be a significant difference in
lifetime and yield between static and dynamic simulations.
Even when performing static simulations, the blade position
can produce different values for yield and IGBT lifetime.
Dynamic simulations can thus be required to achieve more
accurate energy yield and IGBT lifetime results, depending
on the case. Further, wind turbine rotor speed and MPPT
update speed can greatly influence yield and lifetime. It is
shown that varying values of rotor speed and MPPT speed
can cause variations in string voltages because the MPPT
is unable to handle the shadow flicker and track the MPP.
The problems MPPT can cause in shadow flicker scenarios
are also seen in the work of Dekker et al. It is thus
concluded that a good understanding of theMPPT and control
loops is necessary to produce adequate yield and lifetime
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predictions. Finally, the energy yield and IGBT lifetime
are compared for multiple positions and orientations. The
wind turbine can have a significant influence on lifetime
and yield, so it is advised to place the PV string at least
50 m north of the wind turbine. Eastern, western, and
southern string locations experience minimal influence from
the wind turbine. Note that these conclusions are drawn for
a fictional park in Belgium. Results can vary depending
on location, park layout, wind turbine dimensions,. . . It is
advised to evaluate the lifetime and yield on a case-to-case
basis to make adequate yield and lifetime predictions. Future
work could involve investigating alternative control schemes.
It might be possible to minimize the effect of shadow
flicker with specialized controllers. Additional measurements
in real wind-solar hybrid farms are also recommended to
observe controller reactions for different cases further. The
presented study can also be expanded to look into different
types of wind turbines and wind turbine dimensions. The
importance of shadow flicker can also provide insight into
other PV-integrated applications like vehicle-integrated PV.
Vehicles can also experience rapidly moving shadows caused
by passing trees and buildings;. . .These shadows can, as in
the case of wind turbines, potentially influence the lifetime
and energy yield.
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