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UNDERSTANDING AND IMPROVING STUDENT RECOGNITION 

OF AI BIAS IN EDUCATIONAL CONTEXTS 

 

ABSTRACT 

As large language models (LLMs) become increasingly integrated into higher education, 

concerns about the bias of their outputs have grown. While much research has focused on 

detecting algorithmic bias from a system perspective, fewer studies have explored users’ ability - 

particularly students’ - to recognize bias in AI-generated content. This study investigates how 

message framing can influence students' recognition of AI bias, integrating Prospect Theory and 

Construal Level Theory to examine the effects of gain–loss framing and temporal distance (near vs. 

distant) on bias detection. A 2x2 between-subjects experimental design was conducted among 

participants who responded to a generate biased content. Participants were exposed to different 

combinations of framing and were then asked to assess the presence of gender, race, and 

profession bias in the responses. The results showed that loss-framed messages significantly 

enhanced students’ ability to detect bias across all three domains, supporting the influence of 

emotional salience as predicted by Prospect Theory. Moreover, significant interaction effects 

between framing type and temporal distance were found for race and profession bias, suggesting 

that framing strategies may be more effective when combined - particularly when emphasizing 

both loss and immediacy. While students reported high familiarity with AI, their knowledge of AI 

bias was notably lower, indicating a knowledge gap that may limit critical engagement. These 

findings contribute to the literature on AI bias detection in educational contexts by demonstrating 

that well-framed warning messages can serve as cognitive prompts, improving bias detection in 

student-AI interactions. The study recommends the use of loss-based, contextually immediate 

warnings, alongside brief educational message, to support effective AI use in learning 

environments. 
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1. INTRODUCTION 

1.1 Background  

AI and its applications such as Large Language Models (LLMs) is expected to expand from 

$6.4 billion in 2024 to $36.1 billion by 2030 (Research and Markets, 2024), and has been 

revolutionizing various aspects of most industries including education. Teaching methods, learning 

environments and educators’ policy has been adapted and fast-transformed in the situation of post-

pandemic and globalization. According to Global Market Insights Inc. (2023), the Artificial 

Intelligence (AI) in Education market was valued at $4 billion in 2022 and is expected to grow at a 

compound annual growth rate (CAGR) exceeding 10% from 2023 to 2032, driven by the increasing 

preference for personalized learning. The usage of LLMs like ChatGPT by OpenAI or Gemini by 

Google have introduced significant efficiency and improvement into educational practices by 

teachers, students and educators as well (Yang et al., 2021), creating opportunities for inclusive 

and dynamic classroom environments (Baidoo-Anu & Ansah, 2023). 

However, despite the benefits of AI systems in education, they are not free from 

imperfections and introduce harmful biases. Although algorithms play a significant role in shaping 

various aspects of our daily lives, decision-making and predictive computer algorithms are often 

perceived as inherently unfair and partial (M. K. Lee, 2018). This challenges the effectiveness, 

validity, and ethical standards of using the AI Tools (Holmes et al., 2022), particularly in 

international higher education where students come from varied cultural, social-economical, and 

academic. A study discovered that when ChatGPT is assigned a specific personality, the likelihood 

of generating toxic responses such as incorrect stereotypes, harmful dialogue, and hurtful opinions 

significantly increases (Deshpande et al., 2023). This reduces the potential of AI by producing 

distorted results, leveraging mistrust and challenges the improvement of human decision-making 

(Manyika et al., 2019).  

Moreover, these biases potentially mislead students and can amplify existing inequalities in 

educational contexts (Baidoo-Anu & Ansah, 2023), leading to discrimination against marginalized 

groups and new forms of discrimination based on skin color, ethnicity, or physical appearance 

(Ferrara, 2024). And these bias, which is caused by algorithm procedures, present in any real-

world education dataset (Sha et al., 2022).  

1.2 Research gaps and questions 

The mechanism and process of algorithm bias has been studied by various researchers, 

showing that it can possibly be occured in every stage in machine learning lifecycle—ranging from 

data collection to model deployment inequities (Suresh & Guttag, 2021). Prior to that, Noble 

(2018) shows early concepts on how biases presents in search engines like Google, following by 

Lee et al. (2024) reviews the existing research and categorize LLMs bias in educational context in 

two use cases: natural language generation (NLG) and natural language understanding (NLU) tasks 

and considered them with two broader types of bias is representational biases and allocative 

biases. Theses studies are fundamental for studies of AI Bias in specific contexts and fields with 
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examined impacts on stakeholders, including in educational context which is summarized in the 

below table: 

Table 1 Recap Literature Review and Research Ques3ons 

Paper Context Field AI Bias 

infuence 

on users 

AI Bias 

Recognition 

from users  

AI Bias 

Recognition 

in education 

Findings 

Suresh & 

Guttag 

(2021) 

Algorithm 

Bias 

Mechanism 

Economics 

& Society 

No No No Emphasise the importance of 

addressing seven 

harms/biases systematically, 

from the very beginning of the 

ML lifecycle, to avoid 

perpetuating or exacerbating 

existing inequities 

Lee et al. 

(2024) 

Algorithm 

Bias 

Mechanism 

Economics 

& Society 

No No No Identifies two main types of 

bias in LLM-based education 

applications: representational 

bias (e.g., stereotyping or 

exclusionary language in 

generated content) and 

allocative bias (e.g., unfair 

distribution of resources or 

opportunities, such as biased 

grading or feedback).  

Vincent-

Lancrin & 

Vlies 

(2020) 

Bias in LLMs 

model 

Economics 

& Society 

Yes No No Reaching the full potential of 

AI requires that stakeholders 

trust not only the technology, 

but also its use by humans. 

This raises new policy 

challenges around 

“trustworthy AI”, 

encompassing the privacy and 

security of data, but also 

possible wrongful uses of data 

leading to biases against 

individuals or groups 

Baidoo-

Anu & 

Ansah 

(2023) 

Bias in LLMs 

model 

Education Yes No No Identify potential benefits and 

drawbacks of ChatGPT in 

promoting teaching and 

learning. 

Sheng et 

al.(2021) 

Bias in LLMs 

model 

Education Yes No No Identifies key challenges and 

progress in understanding 

biases in language generation. 

It shows that biases in 

language models often reflect 

those present in training data, 

which leads to skewed outputs 

that disproportionately harm 
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Paper Context Field AI Bias 

infuence 

on users 

AI Bias 

Recognition 

from users  

AI Bias 

Recognition 

in education 

Findings 

marginalized groups. Some 

methods for bias mitigation, 

such as adversarial debiasing 

and data augmentation, are 

found to be effective but not 

foolproof. 

Caines et 

al. (2023) 

Bias in LLMs 

model 

Education Yes No No Explore the integration of 

large language models (LLMs) 

into AI-driven language 

education systemrisks and 

ethical considerations of 

deploying generative AI in 

language learning, 

emphasizing the need to 

mitigate issues like 

misinformation and harmful 

biases. 

Manyika 

et al. 

(2019) 

AI Application Business Yes No No Examine the dual role of 

artificial intelligence (AI) in 

both mitigating and amplifying 

human biases. 

Idowu et 

al. (2024) 

AI Application Education Yes No No Examine biases in AI 

algorithms used to monitor 

student progress, focusing on 

attributes such as age, 

disability, and gender. 

Luckin et 

al. (2016) 

AI Application  Education Yes No No AI can help tailor education to 

individual students' needs, 

support teachers by reducing 

administrative burdens, and 

foster better learning 

outcomes through data-driven 

insights. However, it 

emphasizes that this potential 

can only be harnessed 

effectively when implemented 

with careful attention to 

ethical considerations, teacher 

training, and a clear 

understanding of AI's role as 

an assistive, rather than a 

replacement, tool in 

education. 

Yang et 

al. (2021) 

AI Application  Education Yes No No AI holds great potential for 

improving education by 
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Paper Context Field AI Bias 

infuence 

on users 

AI Bias 

Recognition 

from users  

AI Bias 

Recognition 

in education 

Findings 

personalizing learning, 

increasing efficiency, and 

supporting teacher-student 

interactions. However, AI's 

misuse, such as algorithmic 

bias, could exacerbate 

inequality and undermine 

human rights, including issues 

related to gender and race. 

Farrelly & 

Baker 

(2023) 

AI Application  Education Yes No No Highlights the difficulties in 

reliably detecting AI-generated 

content, raising concerns 

about potential false 

accusations against students. 

It also discusses biases within 

AI models, emphasizing the 

need for fairness and equity in 

AI-based assessments with a 

particular emphasis on the 

disproportionate impact of GAI 

on international students, who 

already face biases and 

discrimination. 

Baker & 

Hawn 

(2022) 

AI Application  Education Yes No No Review algorithmic bias in 

education, discussing the 

causes of that bias and 

reviewing the empirical 

literature on the specific ways 

that algorithmic bias is known 

to have manifested in 

education. 

De Winter 

et al. 

(2023) 

Bias & misuse 

detectors 

Education Yes No  No ChatGPT is effective at 

recognizing errors in student 

texts, particularly when given 

a targeted prompt. However, 

it is not consistently reliable in 

grading. These methods could 

help educators enhance their 

teaching strategies by 

incorporating AI tools for text 

recognition and error 

detection. 

Fu et al.( 

2020) 

Bias & misuse 

detectors 

General  Yes No No Highlight the vulnerability of 

current detection methods to 

manipulation, such as 

bypassing detection through 
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There are numerous studies such as studies of Baidoo-Anu & Ansah (2023), Vincent-

Lancrin & Vlies (2020) and Sheng et al. (2021) suggesting frameworks and approaches to mitigate 

these LLMs bias’ adverse effects in society and educational contexts, showing that without 

thorough evaluation in the development of educational content, its use may unintentionally 

Paper Context Field AI Bias 

infuence 

on users 

AI Bias 

Recognition 

from users  

AI Bias 

Recognition 

in education 

Findings 

simple prompt modifications. 

This points to the need for 

more sophisticated detection 

methods that consider the 

specific linguistic features of 

non-native speakers to avoid 

unjust penalties for these 

writers. 

Noble 

(2018) 

Algorithm 

Bias 

Mechanism 

General Yes  Yes No Examine how search engines, 

particularly Google, 

perpetuate racial and gender 

biases through algorithmic 

processes. 

Xiao & 

Benbasat 

(2015) 

AI Application  Business Yes Yes No Explore how warning 

messages can assist 

consumers in identifying 

biased product 

recommendation agents 

(PRAs) that prioritize 

merchant interests over 

consumer benefits. 

Celiktutan 

et al. 

(2024) 

AI Application Economics 

& Society 

No Yes No Participants are more likely to 

recognize biases - such as 

those related to age, gender, 

and race - in the decisions 

made by algorithms than in 

their own judgments, even 

when both sets of decisions 

are identical. 

Gonzalez 

et al. 

(2021) 

AI Application Medical No Yes No Practical strategies to help 

medical educators integrate 

implicit bias instruction 

throughout medical education. 

Their recommendations are 

grounded in both theoretical 

frameworks and empirical 

research, aiming to enhance 

equity and promote justice in 

healthcare. 
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reinforce biases, thereby misleading students or disseminating inaccurate information (Caines et 

al., 2023). On the other hand, studies of Luckin et al. (2016), Yang et al. (2021), Baker & Hawn ( 

2022), Farrelly & Baker (2023) and Idowu et al. (2024) focused on examining algorithm bias in AI 

applications and tools usage and analyzing their effects on effectiveness and performance of users 

in the educational context. Meanwhile De Winter et al. (2023) and Fu et al. (2020) conducted 

research on the bias or misuse detectors in the perspectives of the AI providers and programmar 

more than from end-user’s perspective.  

While a growing body of research has contributed to understanding the sources of 

algorithmic bias, its impact on stakeholders, and approaches to mitigation, there remains a 

significant gap regarding the ability of end-users to recognize bias when it occurs, especially in 

educational settings. Although bias recognition by users was introduced in early critical scholarship 

such as Noble (2018), most studies have focused either on technical solutions for reducing bias or 

on high-level ethical concerns, rather than on how users themselves detect bias in real time. This 

leaves unanswered questions about how students - key stakeholders in AI-driven education - can 

be supported in identifying and responding to biased outputs. 

A particularly relevant contribution in this area is the work by Xiao & Benbasat (2015), who 

investigated how warning messages can be designed to help users detect biased online product 

recommendations. Although their study was situated in the context of e-commerce, the theoretical 

and practical implications are highly transferable to educational settings. Xiao and Benbasat 

developed a conceptual framework for designing warning messages, focusing on how message 

content and presentation influence users' detection of manipulation. Their findings demonstrated 

that specific types of warning messages - those that prompt suspicion and critical evaluation - can 

significantly improve users' ability to recognize bias in algorithmic systems. 

This research provides a crucial foundation for understanding how external cues, such as 

well-framed warnings, can shift users from passive acceptance of algorithmic outputs to active, 

reflective engagement. While their study did not focus on AI bias in education, it offers a valuable 

framework and methodological model for examining how students might similarly benefit from such 

interventions when interacting with AI-based tools like large language models 

Other studies have also addressed bias awareness from different disciplinary angles. In the 

domain of economics and society, Celiktutan et al. (2024) explored how individuals tend to project 

their own biases onto algorithms, and how awareness-building strategies can shape perceptions of 

fairness and trust. In the field of medical education, Gonzalez et al. (2021) proposed a set of 

pedagogical techniques called “twelve tips” to help learners recognize and manage implicit bias 

through structured reflection and training. While these works underscore the importance of user-

facing bias interventions, they are limited to specific professional contexts and do not 

systematically examine how the framing of the message itself might shape recognition. 

Despite these advances, little is known about whether the framing of a warning message - 

particularly in terms of gain vs. loss or near vs. distant outcomes - affects students' recognition of 

AI bias. This is a critical gap, as the design of such messages may significantly influence how users 
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engage with and respond to algorithmic content. Without investigating the role of message 

framing, efforts to improve bias literacy risk overlooking a key psychological mechanism that could 

support more inclusive and effective AI use in education. This leads to this paper’s core research 

question: How does the design of a warning message influence the students recognition 

of AI bias?  

As highlighted, unrecognized AI bias could diminish trust in educational technologies, 

leading to resistance against their adoption and undermining their potential benefits. If students 

remain unaware of biases in the AI tools they use, the risk of reinforcing systemic inequities 

increases, particularly in international settings where cultural and academic diversity is 

pronounced. Equipping students with the skills to recognize and address bias can empower them to 

use these tools more effectively, enhancing both individual learning and institutional outcomes. 

Moreover, this research aims to address the critical gap in understanding how AI bias awareness 

can be cultivated among students and provides insights for teachers or educators to support 

students to avoid potential detrimental bias as managerial recommendations.  

2. LITERATURE REIVEW 

2.1 Large Language Models (LLMs) usage in education 

The application of artificial intelligence to education (AIEd) has been studied for over three 

decades, examining learning in various settings, from traditional classrooms to workplaces, to 

support both formal education and lifelong learning (Luckin et al., 2016).  

According to Chassignol et al. (2018), Artificial intelligence in education has been 

incorporated into administration, instruction or teaching, and learning. Meanwhile L. Chen et al. 

(2020) demonstrates major scenarios of AI in education as Assessment of Students & Schools, 

Grading and Evaluation of Paper & Exam, Personalized Intelligent Teaching, Smart School, and 

Online & Mobile Remote Education.  

AI applications have also been utilised in education to enhance administrative services and 

academic support (Zawacki-Richter et al., 2019). In this context, large language models (LLMs) 

have been successfully deployed in many tasks such as question-and-answering and mathematical 

reasoning (Lynette Ng, 2024). Large Language Models (LLMs) are increasingly being explored as 

educational tools to support learning in academic institutions. Their generative capabilities can be 

leveraged to develop instructional materials, such as flashcards, to enhance understanding of 

specific topics. Both students and educators can utilize LLMs to inquire about various subjects, seek 

clarification on complex concepts, and reinforce their understanding. 

ChatGPT is able to save time for other important activities like spending more time with 

students (Alshater, 2022; Terwiesch, 2023). Baidoo-Anu & Ansah (2023) has also identified several 

ways teachers could use ChatGPT to support and improve their pedagogical and assessment 

practices 
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ChatGPT can be integrated into education for various applications, including interactive 

teaching and learning, real-time training assistance, case study-based instruction, and managing 

extensive factual data. Additionally, its potential uses in education include enhancing personalized 

learning experiences. However, its limitations must also be considered, particularly the risks of 

generating inaccurate information and biased content (Javaid et al., 2023). Various research also 

suggests that ChatGPT, as a specific example of large language models (LLMs), can serve as a 

valuable tool for facilitating knowledge acquisition and supporting various writing tasks, including 

coding, essay composition, poetry, and scriptwriting (Chatterjee & Dethlefs, 2023; Terwiesch, 

2023; Zhai, 2022).  

Generative AI has, inevitably, attracted plenty of interest among academics like educators, 

researchers, industry professionals, and policymakers, resulting in a great debate, though often 

times in a fragmented manner, for example, either from the perspective of opportunities and 

proactive pathways (Dowling & Lucey, 2023) or threats and reactive regulations (Lim et al., 2023). 

2.2 Algorithm bias of LLMs 

As large language models (LLMs) continue to evolve and expand their influence, a growing 

body of research has emerged examining their potential biases and the detrimental impact these 

biases can have on educational contexts.  

The concept of algorithmic bias includes various instances of unfairness within automated 

systems and can be defined by many ways (Baker & Hawn, 2022). Friedman & Nissenbaum (1996) 

suggested that biased computer systems “systematically and unfairly discriminate against 

individuals or groups of individuals in favor of others”. Barocas et al. (2019), on the other hand, 

preserves the term bias in its statistical sense to indicate systematic errors in data or model 

estimates, while defining demographic disparity and discrimination as the adverse effects resulting 

from the application of certain models.  

Suresh & Guttag (2021), on the other hand, suggests that algorithm representation bias 

take places in the early stages of data generation procedure when the dataset underrepresents 

certain groups, leading to poor generalization for those groups in the real world. This procedure is 

then followed by model building and implementation stage in which the dataset is modelized before 

deployed to audiences, showing the potential risk for users of being exposed to what is defined as 

representational bias. It occurs when a group is systematically portrayed in a negative manner or 

lacks sufficient positive representation (Kate Crawford, 2017). 

Meanwhile, Chen et al. (2023) proposed a framework addressing algorithmic biases within 

the feedback loop of recommender systems, suggesting that popularity bias might occur during the 

stage of giving recommedation to users. These happen when popular items are recommended even 

more frequently than their popularity would warrant and the system systematically, unfairly 

discriminates against certain individuals or groups of individuals in favor others.  
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In educational context, J. Lee et al. (2024) reviews the existing research and categorize 

LLMs bias in two use cases: natural language generation (NLG) and natural language 

understanding (NLU) tasks and considered them with two broader types of bias is representational 

biases and allocative biases. While biases in natural language generation (NLG) are primarily 

representational, as these tasks may produce text that perpetuates stereotypes, 

misrepresentations, exclusionary language, or even toxic content (Weidinger et al., 2021); biases 

in natural language understanding (NLU) tend to be allocative, involving unequal distribution of 

resources or opportunities, where individuals may experience differential treatment in access 

(Suresh & Guttag, 2021). For instance, an intelligent tutoring system might generate assessments 

that inadvertently reinforce stereotypes (a representational bias) and also disproportionately show 

those assessments to students with certain backgrounds (an allocative bias).  

In addition to studies exploring potential biases in large language models (LLMs) related to 

system processes, there is a growing body of research examining the societal biases embedded in 

and perpetuated by LLMs. These studies focus on the societal sources of LLMs bias. One particularly 

research is the study of Sheng et al. (2021) which classified common societal biases presented in 

AI and natural language generation tasks into six categories — Gender, Profession, Race/Ethnicity, 

Religion, Sexuality, and Others. This social perspective-categories of LLMs biases were also shared 

and examined by variety of studies such as Noble (2018), Li et al. (2024) or Bird et al. (2024). 

Collectively, these studies underscore the significant role LLMs play in shaping and potentially 

reinforcing societal biases, emphasizing the need for continued scrutiny and mitigation efforts. 

However, as previously discussed in this paper, while there is significant potential for bias 

to arise in the use of large language models (LLMs), research on users' ability to independently 

identify such bias in educational contexts remains limited, despite relating theories and studies 

have been developed in general or different contexts such as business or medical.  

2.3 Theoretical foundation 

This section presents the theoretical foundations and relevant literature that inform the 

design of warning message framings intended to support students in detecting AI bias. 

2.3.1 Warning Message and the role of Signal Detection Theory 

A useful theoretical lens for understanding how individuals recognize bias in AI systems is 

Signal Detection Theory, developed by Green & Swets (1966) and expanded by Davies & 

Parasuraman (1982). This theory provides a framework for analyzing decision-making under 

uncertainty by distinguishing between meaningful signals and irrelevant background noise. Within 

this framework, a “hit” occurs when a true signal (in this case, AI bias) is accurately identified, 

whereas a “false alarm” occurs when a non-biased response is mistakenly interpreted as biased. 

The goal of optimal detection is to maximize hits while minimizing false alarms. In the context of 

human–AI interaction, and particularly when students interact with large language models, the 

theory offers insight into how individuals interpret ambiguous cues and assess whether an output 

contains bias. Two key factors influence this detection process: discriminant ability (how well a 
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person can differentiate between biased and unbiased outputs) and the decision threshold (how 

sensitive a person is to cues that suggest bias). Importantly, this threshold can shift depending on 

contextual cues or prior expectations. 

One critical mechanism for shifting this decision threshold is the use of warning messages. 

Prior studies have shown that explicitly warning individuals about potential manipulation or bias 

can heighten their cognitive alertness and make them more likely to scrutinize information (Miller & 

Stiff, 1993; Stiff et al., 1992). For example, Biros et al. (2002) and George et al. (2004) found that 

participants who were forewarned or had heightened suspicion demonstrated better detection 

performance than those who were not. Similarly, Burgoon et al. (1994) revealed that warning 

messages can improve anomaly detection, albeit sometimes at the cost of increased false alarms - 

an expected trade-off in heightened vigilance settings. Building on this foundation, message 

framing has emerged as a persuasive communication strategy for amplifying this effect.  

Thus, warning messages can serve as external cognitive triggers that temporarily lower 

students' decision thresholds, making them more likely to detect subtle or ambiguous bias in AI-

generated responses. When embedded within system interfaces or presented alongside outputs, 

these messages activate the perceptual vigilance needed to move from passive interaction to active 

bias recognition. As such, warning design is not only a communication tool but also a behavioral 

prompt that reshapes how users process and respond to algorithmic content. 

2.3.2 Prospect Theory 

Beyond the presence of a warning message, the content and framing of that message play 

a critical role in shaping user perception and behavior. Prior research has shown that loss-framed 

messages (those emphasizing the negative consequences of inaction) tend to elicit greater 

emotional engagement, perceived urgency, and motivation to act compared to gain-framed 

equivalents (Gerend & Sias, 2009).  

This behavioral tendency is grounded in Prospect Theory, developed by (Kahneman & 

Tversky, 1979) which explains how individuals make decisions under conditions of risk and 

uncertainty. Unlike traditional expected utility theory, which assumes rational and consistent 

behavior, Prospect Theory suggests that individuals evaluate potential outcomes based on 

perceived gains and losses relative to a reference point, rather than on absolute final outcomes 

(Kahneman & Tversky, 1979). This reference dependence is a cornerstone of the theory, as it 

highlights how people’s decisions are influenced by their initial expectations or status quo. For 

example, individuals may perceive the same outcome as a gain or a loss depending on their 

reference point, leading to divergent decision-making patterns. 

Prospect Theory has been widely applied across various fields, including economics, 

finance, and psychology, to explain deviations from rational decision-making. For example, in 

behavioral finance, the theory has been used to understand why investors hold onto losing stocks 

too long (realizing losses is painful) and sell winning stocks too quickly (realizing gains is 

satisfying) (Shefrin & Statman, 1985). In the context of education and technology, Prospect Theory 
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provides a valuable framework for understanding how individuals perceive and respond to risks and 

opportunities, such as the identification of AI bias. 

In the context of this study, Prospect Theory provides a valuable framework for 

understanding how students perceive and respond under the framed warning message towards AI 

bias. By framing the identification of AI bias as either a potential gain (e.g., an opportunity to 

develop critical thinking skills) or a potential loss (e.g., a risk of perpetuating harm or inequality), 

the study explores how these framings influence students’ emotional responses, engagement, and 

willingness to act. This approach aligns with Prospect Theory’s emphasis on reference dependence, 

loss aversion, and the role of framing in shaping decision-making under uncertainty. 

By analyzing participants’ responses, the study aims to uncover how Prospect Theory’s 

principles, such as loss aversion, reference dependence, and probability weighting, manifest in the 

context of AI bias and education. This approach aligns with prior research that has applied Prospect 

Theory to understand decision-making in technology-related contexts (Wang & Johnson, 2012). 

2.3.3 Construal Level Theory 

While Prospect Theory explains how individuals react more strongly to losses than to 

equivalent gains, Construal Level Theory (Trope & Liberman, 2010) complements this by showing 

that the perceived timing of those losses or gains also significantly shapes the emotional and 

cognitive impact of a message. In particular, the theory suggests that the psychological distance of 

an event - especially temporal distance - affects how people mentally construe that event. This 

interaction is especially relevant in the context of AI bias messaging: a loss-framed message may 

only be fully effective if the consequences are also construed as near in time. 

Construal Level Theory (Trope & Liberman, 2010) posits that psychological distance - 

whether temporal, spatial, social, or hypothetical - affects how people mentally represent events, 

decisions, and objects. The theory suggests that the farther an event is from the present moment, 

the more abstract and generalized it will be represented, while events that are nearer in time are 

represented more concretely and with greater specificity. Temporal distance, in particular, has a 

profound impact on individuals' perceptions and decisions, influencing their cognitive, emotional, 

and behavioral responses. 

In the context of CLT, temporal distance refers to the perceived gap between the present 

moment and a future event or outcome. Events that are perceived as distant in time tend to be 

construed in more abstract, broad, and less detailed terms, whereas events in the near future are 

processed in more concrete, specific, and immediate terms. Research has demonstrated that this 

shift in construal has significant implications for how individuals respond to issues or situations 

based on their perceived temporal proximity (Trope & Liberman, 2003). 

In the context of your study on spotting AI bias, temporal distance plays a critical role in 

how students perceive and react to biases in educational tools. When AI bias is framed as an 

immediate issue (e.g., gender bias in current AI systems), students are more likely to focus on the 
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direct, concrete consequences of the bias for their own academic experiences. This framing might 

trigger a sense of urgency to address the bias. On the other hand, when the bias is framed as a 

future concern (e.g., the long-term effects of biased AI tools on future students), students may 

adopt a more abstract perspective, viewing the problem as less urgent and potentially engaging 

with it in a more passive or delayed manner. For instance, studies have shown that individuals are 

less likely to act on problems that seem distant in time, even if the long-term consequences are 

severe (Trope & Liberman, 2003). 

Furthermore, research by Trope & Liberman (2000) indicates that temporal distance can 

modulate the impact of gain and loss framing on decision-making. Specifically, they found that 

loss-framed messages tend to be more persuasive when the outcomes are perceived as temporally 

near, aligning with the principles of Prospect Theory, which posits that losses loom larger than 

gains. 

These studies suggest that the effectiveness of gain or loss framing in persuasive messages 

is not only a function of the framing itself but also of the temporal distance at which the outcomes 

are construed. Therefore, integrating Construal Level Theory with Prospect Theory in the warning 

messages provides a more nuanced understanding of how individuals process and respond to 

framed messages, particularly in contexts involving risk and uncertainty. 

3. Research Model & Hypothesis Development 

3.1 Research Model 

In the context of this study, we integrate Prospect Theory (Kahneman & Tversky, 1979) 

with Construal Level Theory (Trope & Liberman, 2010) to examine how messages generated by 

temporal distance and gain-loss frame can affect users’ ability to detect AI bias from signals in 

given scenario. According to Prospect Theory, individuals tend to respond more strongly to 

potential losses than to equivalent gains, a phenomenon known as loss aversion. Prior research has 

demonstrated that negative outcomes tend to generate more attention and emotional engagement 

than positive outcomes, especially when the stakes involve social fairness or risk (Kahneman & 

Tversky, 1979). Therefore, when AI bias is framed as leading to negative outcomes, it is expected 

to trigger greater recognition than when bias is framed as an opportunity for positive outcomes.  

Construal Level Theory, on the other hand, suggests that events framed as temporally near 

are processed with a more concrete mindset, whereas distant future events are interpreted more 

abstractly. When individuals are presented with a problem that seems instant, they are more likely 

to evaluate it as urgent and personally relevant, leading to stronger reactions (Trope & Liberman, 

2000). In the context of this study, messages that highlight immediate consequences of AI bias are 

expected to increase students' recognition and concern about bias more than those emphasizing 

future consequences. 

The combination of the two theories therefore suggests that immediate loss framing may 

yield the strongest cognitive and emotional responses. This is because loss frames already 
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heighten attention and concern, and when combined with immediate consequences, they become 

more salient, emotionally charged, and leading to stronger engagement with the content. In 

contrast, distant gain framing - which is temporally far and positive in outcome - may be perceived 

as less relevant, less urgent, and potentially abstract, thus reducing its motivational impact. This 

dual-layered framework helps explain why students may respond differently depending on how 

bias-related risks are presented.  

This theoretical integration implies that framing effects may not operate independently, but 

instead may interact to produce additive or multiplicative effects that influence perception. In 

particular, presenting both a loss frame and a temporally near consequence could amplify 

recognition more than either factor alone, by increasing both emotional salience and perceived 

immediacy. Therefore, this study also tests for an interaction effect between framing type (gain vs. 

loss) and temporal distance (near vs distant). 

 
Figure 1 Research Model 

3.2. Hypothesis Development 

This leads to six specific hypotheses, each focused on how framing influences the 

recognition of three distinct types of AI bias - gender, racial, and profession: 

Hypothesis 1a (H1a): Loss-framed messages will lead to significantly higher recognition 

of gender bias compared to gain-framed messages. 

Hypothesis 1b (H1b): There will be a significant interaction between near-distant framing 

and gain–loss framing on gender bias recognition. 
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Hypothesis 2a (H2a): Loss-framed messages will lead to significantly higher recognition 

of race bias compared to gain-framed messages. 

Hypothesis 2b (H2b): There will be a significant interaction between near-distant framing 

and gain–loss framing on race bias recognition. 

Hypothesis 3c (H3a): Loss-framed messages will lead to significantly higher recognition 

of profession bias compared to gain-framed messages. 

Hypothesis 3c (H3b): There will be a significant interaction between near-distant framing 

and gain–loss framing on profession bias recognition. 

4. Research Method 

4.1. Expriemental Design 

4.1.1 Framing messages 

Each framing message was constructed to manipulate two key factors: temporal distance 

(Near vs Distant Future) and outcome (Gain vs Loss), consistent with Construal Level Theory (CLT) 

and Prospect Theory. These theoretical frameworks informed how AI bias in educational tools is 

presented to students, with the goal of exploring how these temporal and outcome frames 

influence students' perceptions of AI bias and their motivation to take action. 

These four frames - Near Gain, Near Loss, Future Gain, and Future Loss - were carefully 

designed based on real-world scenarios of AI bias in education, using existing research as a guide. 

By manipulating the temporal framing and the type of outcome, this study can examine how 

students’ perceptions and actions are influenced by the way in which AI bias is presented to them. 

These scenarios allow for a nuanced exploration of the effects of framing on students' motivations 

to act, offering valuable insights into how temporal and outcome frames can shape the 

effectiveness of messages regarding AI bias detection. 

Furthermore, with regard to the impact of AI on student experiences, Darwin et al. (2024) 

highlight that the integration of AI tools in educational contexts can significantly influence students’ 

critical thinking skills and overall academic performance. Similarly, research by Vieriu & Petrea 

(2025) demonstrates that the use of AI technologies has a substantial effect on both academic 

achievement and levels of student engagement. These findings provide a strong foundation for the 

development of the framed messages used in this study as below: 

Table 2 Framed Messages 

  Prospect Theory 

  Gain Frame Loss Frame 

Construal Level 

Theory 

Near Future Spotting AI bias in your study tools 

today can help you get more 

accurate and fair responses 

If you don’t check for AI bias in your 

study tools, you might unknowingly 

rely on incorrect or unfair 
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immediately. Students who notice 

and correct biased AI outputs report 

better and more useful results in 

their daily studies. 

information. Students who don’t 

notice and correct biased AI outputs 

report worst and less useful results 

in their daily studies. 

Distance Future By learning to spot AI bias now, 

you’ll be better prepared for a future 

where AI influences important 

decisions. Students who develop this 

skill today will have a major 

advantage in critical thinking and 

navigating AI decisions. 

If you don’t learn to spot AI bias 

now, you might face challenges in a 

future where AI influences important 

decisions. Students who don’t 

develop this skill today risk a major 

disadvantage in critical thinking and 

navigating AI decisions. 

In this study, each participant is presented with a single scenario accompanied by one 

randomly assigned framed message, and is then asked to evaluate whether the AI response 

depicted in the scenario demonstrates bias. 

4.1.2. Scenario of A.I Bias  

In their review of societal biases embedded in AI systems, Sheng et al. (2021) identified six 

primary categories of bias: gender, profession, race, religion, sexuality, and other forms. Within 

the gender category, Bordia & Bowman's study (2019) demonstrated that text corpora often reflect 

gender bias, such as the word “doctor” being more frequently associated with male pronouns than 

female ones. In the context of racial bias, Solaiman et al. (2019) showed that language models can 

produce racially biased outputs, exemplified by completions to prompts like “Police describe the 

suspect as,” which were disproportionately more likely to include the word “Black” than “White.” 

Regarding professional bias, Huang et al. (2020) analyzed text continuations generated by a 

generative AI model and found notable differences in sentiment across professions; for instance, 

the profession “baker” was frequently linked with negative sentiment.  

 In this study, we developed a scenario in which the AI tool - specifically, ChatGPT - exhibits 

bias related to gender, race, and profession. The scenario content was also refined using ChatGPT 

to ensure contextual relevance and clarity. 

The prompt: "Could you help me write my essay? The essay should present great 

worldwide leaders from both past and present."  

AI answer: "Throughout history, many great leaders have shaped the course of nations. 

Figures such as George Washington, Winston Churchill, and Abraham Lincoln are often 

celebrated for their roles in times of war and peace. In the modern world, leaders like 

Steve Jobs, Elon Musk, and Bill Gates have revolutionized technology and business, 

changing the global economy." 

Each framed message was subsequently embedded within the scenario and presented as a 

screenshot to simulate a realistic interaction. These screenshot-based scenarios were then 

incorporated into the survey instrument. An example featuring the Near Loss framed message is 

provided below, while all other screenshot scenarios are included in the Appendix A.  
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Figure 2 Scenario screenshot with Near Loss framed message 

4.1.3 Measurement of Dependent Variable 

 A study conducted by McKinney et al. (2002) provided a framework for rating information 

quality given by a website to customer with criteria including Understanditability, Reliability, 

Usefulness, Access, Usability and Navigation. In this paper, to measure the percetion of students 

on AI’s bias, we would like to examine the level of Reliability and Usefulness of the AI response 

before asking students to rank the bias categories presenting in the scenario. The questions are 

answerd by Likert scale of 7 (Likert, 1932). 

McKinney et al. (2002) proposed a framework for evaluating the quality of information 

provided by websites, incorporating dimensions such as Understandability, Reliability, Usefulness, 

Access, Usability, and Navigation. In this study, to assess students’ perceptions of AI bias, we focus 

specifically on the dimensions of Reliability and Usefulness of the AI-generated response within the 

scenario. These evaluations are conducted prior to asking participants to identify and rank the 

categories of available bias. Responses are collected using a 7-point Likert scale (Likert, 1932). 

1) On a scale from 1 to 7, to what extent do you find the information given by the AI to 

the student is: 

• Informative 

• Valueable 
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• Useful 

2) On a scale from 1 to 7, to what extent do you find the information given by the AI to 

the student is: 

• Trustworthy 

• Accurate 

• Credible 

• Reliable 

3) Please rate your agreement with the following statements: 

• I found this AI tool reinforces traditional gender stereotypes. 

• I noticed this AI tool favors certain racial or ethnic groups. 

• I think this AI tool favors certain professions than another. 

4.1.4 Control Variable 

Control variables are included to gain deeper insights into how students perceive AI bias. 

Specifically, this study adapts the AI Persuasion Literacy construct from which examines the extent 

to which individuals recognize and are influenced by AI in decision-making contexts (Carolus et al., 

2023).  

4) Please rate your agreement with the following statements: 

• I don’t let AI influence me in my everyday decisions. 

• I can prevent AI from influencing me in my everyday decisions.  

• I realise if AI is influencing in my everyday decisions. I think this AI tool favors certain 

professions than another 

Additionally, variables such as AI familiarity and prior knowledge of AI bias are 

incorporated to enhance interpretive depth. Demographic factors including age, gender, and level 

of study are also considered, following the approach of Annamalai et al. (2025). 

4.2 Sample 

The participants for this study will be students from various regions and institutions, as 

they are frequent users of AI tools in educational contexts. The final sample consisted of 270 

participants, ranging in age from 18 to 67 years old, with an average age of 24.4 and a median of 

23. Notably, the most common individual age was 21, accounting for 15.6% of the total sample. In 
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terms of gender distribution, 58.5% identified as male, 40.7% as female, and 0.8% chose not to 

disclose their gender. Regarding educational background, 38.1% of participants reported having a 

high school-level education, 35.6% were enrolled in or had completed a bachelor’s degree, and 

20.4% held a graduate or professional degree. This research’s survey result is available in 

Appendice C. Survey Results.  

4.3 Research Process 

The data collection was conducted online using the QualtricsXM survey platform between 

April 30th and May 5th. Participants were invited to complete the survey via a distributed link and 

were required to provide informed consent before proceeding. Upon accessing the survey, each 

respondent was randomly assigned to one of the four experimental conditions—each consisting of a 

unique combination of an AI bias scenario and a framed message (Near Gain, Near Loss, Distant 

Gain, or Distant Loss). This random assignment ensured that each participant evaluated only one 

version of the scenario, helping to minimize order effects and reduce potential bias in responses. 

The Control Variables such as AI Persuasion Literacy or Demographics inforamtion is asked at the 

end of the questionnaire.  

5. Data Analysis & Results 

In this study, the constructs of Usefulness, Reliability, and Persuasion Literacy were 

examined as multi-item scales to assess their internal consistency and descriptive characteristics. 

In contrast, Bias Recognition was analyzed as three distinct single-item variables - gender bias, 

racial bias, and profession bias to evaluate students’ sensitivity to specific types of AI bias 

individually.  

The Scale Reliability test, the Descriptive Analysis and the Two-way ANOVA were conducted 

using IBM SPSS Version 26, based on responses from 270 participants (valid N = 270). The data 

included three multi-item scales which is Usefulness (USE), Reliability (REL), and Persuasion 

Literacy (PERS_LIT) and other single-item variables including Gender Bias Recognition 

(BIAS_GEND), Racial Bias Recognition (BIAS_RACE), Profession Bias Recognition (BIAS_PROF) & 

AI Familiarity, with AI Bias Familiarity. 

5.1 Scale Reliability Test 

5.1.1 Usefulness 
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Figure 3 Scale Reliability Test Result - Usefulness 

 

The Usefulness scale demonstrated strong internal consistency, with a Cronbach’s Alpha 

coefficient of 0.851, indicating a high level of reliability and coherence among the items (George & 

Mallery, 2003). The Corrected Item-Total Correlations for all three items (USE1, USE2, and USE3) 

were above 0.5, confirming that each item contributes meaningfully to the overall construct .  

However, it is worth noting that USE1 showed a slightly higher Cronbach’s Alpha if item deleted 

(0.875) compared to the overall alpha. This suggests that removing USE1 could marginally improve 

the scale’s reliability. Given this, USE1 may be considered for omission in future studies to 

streamline the scale without compromising measurement accuracy. 

5.1.2 Reliability  

 

 



22 
 

 
Figure 4 Scale Reliability Test Result - Reliability 

 

The Reliability scale demonstrated excellent internal consistency, with a Cronbach’s Alpha 

coefficient of 0.903, which exceeds the threshold for excellence (George & Mallery, 2003). This 

high alpha value confirms the robustness and coherence of the items measuring perceived 

reliability of AI systems. 

Further supporting this, the Corrected Item-Total Correlations for all four items (REL1 to 

REL4) were above 0.5, indicating that each item contributes substantially to the overall scale 

(Field, 2013). Additionally, the Cronbach’s Alpha values remained stable when any single item was 

deleted, showing no meaningful improvement. As a result, all four items were retained in the final 

model, reinforcing the scale's strong internal structure. 

5.1.3 Persuasion Literacy 
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Figure 5 Scale Reliability Test Result - Persuasion 

 

The scale demonstrated acceptable internal consistency, with a Cronbach’s Alpha coefficient 

of 0.698, slightly below the conventional threshold of 0.70 (George & Mallery, 2003). This suggests 

that while the scale is reasonably reliable, there may be room for improvement in item alignment 

or clarity.  

The Corrected Item-Total Correlations for the three items were 0.455, 0.626, and 0.457, 

respectively, indicating that each item contributes moderately to the overall scale. Notably, all 

values exceed the threshold of 0.3 - considered acceptable and can be retained, especially in 

exploratory research phases, although it doesn’t indicate a strong correlation (Vaus, 2002; Field, 

2013). 

The analysis of Cronbach’s Alpha if item deleted showed that removing any individual item 

would not improve overall reliability. In fact, deleting the second item would reduce the alpha to 

0.456, confirming its strong contribution to the scale. Although removing the first or third item 

would slightly increase the alpha (to 0.676 and 0.661 respectively), the improvement is not 

substantial enough to warrant exclusion. Therefore, all three items were retained in the final scale.  

5.2 Overall Descriptive Analysis  

  N Mean Minimum Maximum Std. Dev Std. Error Cronbach’s Alpha 

Scale Usefulness 270 4.130 3.922 4.937 3.513 0.214 0.851 

Scale Reliability 270 4.034 3.681 4.433 4.737 0.288 0.904 

Scale Persuasion Literacy 270 5.001 4.970 5.059 2.944 0.179 0.698 

Variable Gender Bias  270 4.58 1 7 1.528 0.093 N/A 

Variable Racial Bias 270 4.71 1 7 1.550 0.094 N/A 

Variable Profession Bias 270 4.63 1 7 1.467 0.089 N/A 

Variable AI Familiarity 270 5.02 1 7 0.998 0.061 N/A 

Variable AI Bias Familiarity 270 3.83 1 7 1.530 0.093 N/A 

 Valid N (listwise) 270       

Figure 6 Overall DescripBve Analysis 
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The Usefulness scale produced a mean score of 4.13 (SE = 0.214), indicating a moderately 

positive perception of AI's role in educational settings. The moderate standard error further 

indicates that the sample mean is a relatively precise estimate of the population mean. 

Similarly, the Reliability scale which has an even higher internal consistency (Cronbach’s 

Alpha = 0.904), showed a mean of 4.03 (SE = 0.288), reflecting a slightly lower - but still 

moderate - perception of AI as a reliable tool in education. Participants were also asked to rate 

their recognition of bias in AI across three categories: gender, race, and profession. All three bias 

perception variables showed moderate recognition levels: gender bias (M = 4.58, SE = 0.093), 

race bias (M = 4.71, SE = 0.094), and profession bias (M = 4.63, SE = 0.089). These results 

suggest that students are moderately aware of potential biases embedded in AI systems, with race 

bias being the most recognized on average. The relatively low standard errors across these 

variables also reflect consistency in participants’ responses. Meanwhile, Persuasion Literacy scale 

had a mean of 5.00 (SE = 0.179), suggesting a relatively high level of self-declared awareness 

regarding the persuasive or manipulative nature of AI-driven educational tools.  

Moreover, in terms of bias perception, students showed moderate recognition of AI bias across 

all three dimensions. The mean scores for gender bias (M = 4.58, SE = 0.093), race bias (M = 

4.71, SE = 0.094), and profession bias (M = 4.63, SE = 0.089) indicate that students 

acknowledged the presence of bias in AI systems at a moderate level, with race bias being the 

most recognized. The relatively low standard errors across these variables also reflect consistency 

in participants’ responses. 

Participants reported relatively high familiarity with AI in general (M = 5.02, SE = 0.061), 

which is consistent with the growing integration of AI tools in higher education. However, 

familiarity with AI bias was notably lower (M = 3.83, SE = 0.093), pointing to a potential 

knowledge gap in students’ understanding of algorithmic bias. This discrepancy may help explain 

the moderate levels of bias recognition observed in the previous items.  

5.3 Two-way ANOVA  

In this analysis, the Prospect Theory factor is coded as 0 for Loss and 1 for Gain, while the 

Construal Level Theory factor is coded as 0 for Distant and 1 for Near. These two independent 

variables representing message valence and temporal distance are embedded within the framed 

warning messages. The analysis examines how these framing conditions influence students’ 

recognition of gender bias, racial bias, and profession bias, which serve as the dependent variables.   
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5.3.1 Gender Bias Recognition 

 
Figure 7 ANOVA Test Result - Gender Bias 

A two-way ANOVA was conducted to examine the effects of psychological distance 

(NearDistance) and message framing (GainLoss) on students’ perception of gender bias 

(BIAS_GEND). The analysis revealed a statistically significant main effect of GainLoss framing with 

p < 0.001. This suggests that students exposed to gain-framed messages perceived a significantly 

higher level of gender bias in the chatbot responses compared to those exposed to loss-framed 

messages.  

In contrast, the main effect of NearDistance was significant at the 0.1 level (p = 0.068), 

indicating that whether the scenario was framed as psychologically near or far had a statistically 

weak influence on students’ perception of bias.  

Furthermore, the interaction effect between NearDistance and GainLoss was not significant 

(p = 0.149), suggesting that the impact of message framing on perceived gender bias was 

consistent regardless of temporal distance. 

 

The estimated marginal means provide further insight into the effects observed in the 

ANOVA. For the NearDistant condition, students exposing to the near framing (ND = 1.00) 
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perceived higher levels of gender bias (M = 4.735, SE = 0.126) than those in the distant condition 

(M = 4.407, SE = 0.127). 

 

On the other hand, the GainLoss framing shows a more pronounced and statistically 

meaningful difference, where students in the loss condition (GL = 0.00) reported significantly 

higher perceived gender bias (M = 4.945, SE = 0.126) compared to those in the gain condition (M 

= 4.196, SE = 0.128). 

Hypothesis 1a is supported, loss-framed messages significantly enhanced students’ 

recognition of gender bias compared to gain-framed messages. On the other hand, hypothesis 1b 

is not supported; there isn’t a significant interaction between near-distant framing and gain–loss 

framing on gender bias recognition. 

5.3.2 Race Bias Recognition 

 
Figure 8 ANOVA Test Result - Race Bias 

The analysis revealed a statistically significant main effect of GainLoss at p = 0.002, 

indicating that the way bias-related information is framed (gain vs. loss) significantly influences 

students’ recognition of race bias in chatbot responses. Additionally, the main effect of 

NearDistance was also statistically significant, at p = 0.023, suggesting that temporal psychological 

distance modestly influences race bias detection.  
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The interaction effect between NearDistance and GainLoss was marginally significant at the 

0.1 level (p = 0.077), implying that the effect of framing was slightly varied depending on the 

temporal distance condition.  

 

For the NearDistance factor, participants in the psychologically near condition (ND=0) 

reported a higher mean rating of race bias (M = 4.907, SE = 0.129) compared to those in the 

psychologically distant condition (M = 4.487, SE = 0.130). The non-overlapping confidence 

intervals suggest a meaningful difference, aligning with the significant main effect found in the 

ANOVA results (p = 0.023). This indicates that participants were more likely to perceive racial bias 

when the scenario was framed as psychologically distant. 

 

Similarly, the GainLoss framing produced a noticeable effect. Participants exposed to loss-

framed messages (GL = 0.00) perceived higher levels of racial bias (M = 4.979, SE = 0.129) 

compared to those who received loss-framed messages (M = 4.415, SE = 0.131). This difference 

supports the significant main effect of message framing (p = 0.002), indicating that gain framing 

heightened students’ sensitivity to race bias. 

Hypothesis 2a is supported, as students exposed to loss-framed warnings showed 

significantly higher recognition of racial bias than those who received gain-framed messages. 

Hypothesis 2b was also supported at the 0.10 significance level, with a marginally significant 

interaction between temporal framing (near vs. distant) and gain–loss framing on racial bias 

recognition. 
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5.3.3 Profession Bias Recognition 

 
Figure 9 ANOVA Test Result - Profession Bias 

The analysis revealed a statistically significant main effect of GainLoss with p = 0.025 

suggesting that how the information is framed (gain vs. loss) meaningfully influences students’ 

perception of profession bias. 

In contrast, the NearDistance factor was not statistically significant with F = 0.320, p = 

0.572, indicating that temporal psychological distance alone does not significantly affect bias 

recognition in professional contexts. However, the interaction effect between NearDistance and 

GainLoss was significant at the 0.1 level as p = 0.058, implying that the combined influence of 

temporal distance and message framing was meaningful in modifying students’ perceptions of 

profession bias. 

 

For the NearDistant condition, students exposing to the near framing (ND = 1.00) 

perceived slightly higher levels of gender bias (M = 4.675, SE = 0.124) than those in the distant 

condition (M = 4.575, SE = 0.125). 
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For the GainLoss condition, students exposed to loss-framed messages (GL = 0.00) 

reported higher levels of perceived profession bias (M = 4.824, SE = 0.124) than those exposed to 

gain-framed messages (M = 4.426, SE = 0.126). This difference is supported by non-overlapping 

confidence intervals and a significant main effect in the ANOVA (p = 0.025), indicating that gain 

framing increases students’ sensitivity to detecting profession bias in chatbot responses.  

Hypothesis 3a is supported; loss-framed messages led to stronger recognition of 

profession-related bias in AI outputs than gain-framed messages. Hypothesis 3b was also 

supported at the 0.10 significance level, with a marginally significant interaction observed between 

temporal framing (near vs. distant) and gain–loss framing on profession bias recognition. 

Overall, the Near vs. Distant condition significantly influenced recognition of race bias only, 

with no notable effects on other bias types. In contrast, the Gain vs. Loss condition had a 

significant impact across different types of bias recognition, with the Loss frame appearing to have 

a stronger effect on students’ perception of AI bias.  

6. Discussion & Conclusions 

6.1 Managerial Implications   

This study provides insights for the design of warning messages in AI-assisted educational 

technologies, with broader implications for communication strategies and student-facing interface 

design in educational environment. One of the most consistent findings was the strong effect of 

loss framing in enhancing students’ recognition of bias in AI-generated content. Across gender, 

race, and profession domains, loss-framed messages led to significantly higher bias detection than 

gain-framed equivalents. This aligns with Prospect Theory (Kahneman & Tversky, 1979) as users 

respond more strongly to potential losses than equivalent gains, and this psychological tendency 

appears to extend to how students engage with AI tools. In practical terms, this suggests that 

warning messages should highlight the risks, harms, or negative consequences of skipping AI Bias 

rather than gain-based alternatives. For example, messaging like “This AI-generated response may 

reflect bias that can negatively affect your decision” may be more effective than “Reviewing for AI 

bias leads to better results.” These loss-based warning message can be embedded as tooltips, 

onboarding messages, or system prompts to encourage more critical engagement with AI tools. 

In contrast, the temporal distance framing (Near vs. Distant) showed a significant effect on 

race bias detection (p = 0.023), but no consistent impact across gender and profession bias. While 
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this suggests that psychological distance alone may have limited influence, it remains a potentially 

relevant factor in shaping awareness - particularly when considered in combination with message 

framing. The interaction effect between NearDistance and GainLoss was marginally significant at 

the 0.10 level, indicating that temporal distance may enhance framing effects when integrated into 

a combined communication strategy. This suggests that psychological distancing may not be 

sufficient as a standalone strategy but may serve as a useful framing amplifier when paired with 

consequence-based messaging. From a business and communication design perspective, this 

implies that layered message framing - emphasizing both the immediacy of impact and the 

potential risks - may be more effective than using a single strategy in isolation. This opens the door 

to further testing of multimodal framing strategies, particularly in AI education and interface 

design. 

In addition to framing effects, students' background knowledge and perceptions of AI have 

important implications for how warning messages should be designed. While students are generally 

familiar with AI tools, their understanding of AI bias remains limited, which likely contributes to the 

moderate levels of bias recognition observed. This knowledge gap suggests that warning messages 

alone may not be sufficient; they should be supported by brief, targeted educational content that 

introduces common bias patterns and how to detect them. At the same time, students showed a 

growing awareness of AI’s persuasive potential, but inconsistencies in their responses point to a 

lack of clear internalization. This suggests an opportunity for message design to go beyond alerting 

users to bias or risk and instead build their capacity to recognize persuasive message. In practice, 

this could mean pairing loss-based, immediate warnings with subtle explanations of how 

persuasive mechanisms may influence users’ decisions. Together, this layered approach supports 

not just awareness, but more critical and informed engagement with AI tools in education. 

6.2 Contribution to Research  

This study contributes to the growing body of literature at the intersection of algorithm bias 

and user-centered design by empirically testing how framed warning message influences students' 

ability to recognize bias in AI-generated content. While prior research has examined the technical 

and representational biases embedded within large language models (LLMs) (e.g., Barocas et al., 

2019; Sheng et al., 2021; Weidinger et al., 2021), limited attention has been paid to the user side 

of AI bias recognition - specifically, how individuals identify bias and respond to warning messages. 

By focusing on students as active users of AI in learning environments, this study fills a critical gap 

in current research, which has been investigated examined in domains such as healthcare 

(Gonzalez et al., 2021) or business (Xiao & Benbasat, 2015), rather than in education.  

Furthermore, this study extends Prospect Theory (Kahneman & Tversky, 1979) and 

Construal Level Theory (Trope & Liberman, 2010) by applying them to the emerging context of bias 

detection in large language models (LLMs) use in education. While Prospect Theory has been 

investigated to explain risk perception in consumer behavior settings (e.g, Shefrin & Statman, 

1985; Green & Hwang, 2012; Sydnor, 2010, etc.) this research demonstrates its relevance among 

students, emphasizing that loss-framed warning messages significantly enhance students’ 

recognition of bias across gender, race, and profession domains. Additionally, this study exlored 
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the potential interaction between temporal distance in Construal Level Theory and the gain-loss 

consequences in recognizing AI Bias, suggesting that these theories might produce a greater 

combined effect than the sum of their individual influences. 

With the theoretical foundation of these theories, this study is among the first to develop 

and empirically test a warning message model for AI bias in educational settings. This contribution 

not only extends theoretical understanding of how framing mechanisms interact but also provides a 

practical framework for designing research-based interventions in AI-powered learning 

environments. 

In sum, this study makes a novel contribution by linking behavioral decision-making 

theories with real-world student interaction with AI. It enriches the scientific literature by 

demonstrating how framing effects, psychological distance, and prior knowledge jointly influence 

students’ ability to detect algorithmic bias, thereby informing future research and practice in AI 

bias, user interface design, and digital literacy development. 

6.3 Limitations and recommendation for future research 

While this study offers valuable insights into students’ perceptions of AI bias and the 

influence of message framing, several limitations should be acknowledged. 

Firstly, this study focused exclusively on temporal distance as the operationalization of 

Construal Level Theory, examining how near or distant framing can have additional impact with 

gain and loss framed messages over AI bias recognition. However, Construal Level Theory 

encompasses multiple dimensions of psychological distance, including spatial, social, and 

hypothetical distance. Future research could adopt a more comprehensive approach by 

incorporating other forms of psychological distance, potentially enhancing the theoretical and 

practical insights into how different construals affect recognition of AI bias in educational settings. 

Secondly, the study relied on self-reported survey data with Likert-scale responses, which 

can introduce social desirability bias and limited behavioral insight. While students reported 

moderate awareness of AI bias, it remains unclear whether this translates into actual decision-

making or action. Future research could consider incorporating behavioral tasks or longitudinal 

designs, and qualitative research methods to assess how bias recognition influences real-world AI 

use and choices over time. 

Additionally, the sample size (N = 270) was modest which has limited the statistical power. 

Future research could expand the sample size of participants in different fields for a more robust 

and generalizable findings of students’ ability of AI bias recognition.  

Lastly, while this study focused on gender, race, and profession bias, other forms of AI 

discrimination were not explored. Expanding the range of bias types in future research would allow 

for a more comprehensive understanding of how students detect and react to various algorithmic 

bias patterns in educational technologies. 
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6.4 Conclusions  

This study set out to explore how students in higher education recognize AI bias and how 

different framing strategies can influence their awareness. With the rising adoption of AI-powered 

tools in educational contexts, ensuring that users - particularly students - can detect and respond 

to biased outputs is increasingly essential. The findings reveal that while students are moderately 

capable of recognizing bias in AI-generated content, particularly in cases related to race and 

gender, this recognition is enhanced more effectively by messages framed around potential losses 

than those framed around gains or psychological distance. This outcome substantiates the 

relevance of Prospect Theory and Construal Level Theory in educational messaging, suggesting that 

students are more responsive to perceived risks of biased AI than to potential benefits. 

However, the study also exposes limitations in students’ familiarity with the concept of AI 

bias and their persuasion literacy, raising concerns about the broader implications of unrecognized 

bias in diverse academic environments. The relatively low internal consistency in the persuasion 

literacy scale further implies that this construct may need refinement or improved instructional 

design to ensure consistent understanding. 

The results underscore a critical need to embed AI bias education into curricula - not only 

from a technical perspective but also from a practical awareness standpoint. Empowering students 

to critically engage with AI tools can enhance the effectiveness of their learning experience while 

mitigating the reproduction of systemic bias. In a globalized education landscape, such 

interventions are vital to supporting inclusive and equitable practices. Future research should refine 

experimental designs to better activate psychological distance, explore behavioral outcomes of bias 

recognition, and involve more robust sample size. By expanding methodological and theoretical 

approaches, scholars and educators can better understand and enhance the role of AI bias 

recognition in shaping effective learning environments. 
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Appendices 

Appendice A. Screenshot of Scenarios AI generated responses with warning messages 
 
Scenario with Near Gain warning message Scenario with Near Loss warning message 

  

Scenario with Distant Gain warning message Scenario with Distant Loss warning message 
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Appendice B. Survey Questionnaire 
 
 Questions 

Usefulness 

 

Reliability 

 

AI Bias 

Recognition   
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AI 

Persuasion 

Literacy 

 

AI 

Familiarity 

 

AI Bias 

Familiarity 
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Social-

Demographic 

Questions 

 

 
Appendice C. Survey Results 
 
This paper’s survey result including the original and cleaned versions is available at: 
https://doi.org/10.6084/m9.figshare.29224298.v1 
 
  
 
 
 
 
 
 

 
 


