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Abstract: A lot of research has been devoted to modelling strategies for lon-
gitudinal data with missingness, especially within the MNAR context. In this
paper, an overview will be given of several existing methods, and the unexplored
domain of non-monotone missingness with multivariate ordinal responses will be
broached. In this context, the Multivariate Dale model (Molenberghs and Lesaffre
1999) will be used.
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1 Introduction

In applied sciences, one is often confronted with the collection of corre-
lated data or otherwise hierarchical data. This generic term embraces a
multitude of data structures. In particular, studies are often designed to
investigate changes in a specific parameter which is measured repeatedly
over time in the participating persons. Longitudinal studies are conceived
for the investigation of such changes, together with the evolution of relevant
covariates.

In longitudinal settings, each unit (respondent, cluster, patient,...) typi-
cally has a vector Y of responses. This leads to several, generally nonequiv-
alent, extensions of univariate models. In a marginal model, marginal dis-
tributions are used to describe the outcome vector Y, given a set X of
predictor variables. The correlation among the components of Y can then
be captured either by adopting a fully parametric approach or by means of
working assumptions, such as in the semiparametric approach of Liang and
Zeger (1986). Alternatively, in a random-effects model, the predictor vari-
ables X are supplemented with a vector 6 of random effects, conditional
upon which the components of Yare usually assumed to be independent.
This does not preclude that more elaborate models are possible if residual
dependence is detected (Longford 1993). Finally, a conditional model de-
scribes the distribution of the components of Y, conditional on X but also
conditional on (a subset of) the other components of Y. Well-known mem-
bers of this class of models are log-linear models (Gilula and Haberman
1994).
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2 Current practice

The analysis of longitudinal clinical trials is almost invariably hampered by
dropout. In current practice methods such as last observation carried for-
ward (LOCF) or complete case analysis (CC) are very prominent. Such less
than optimal methods fall within the missing completely at random cate-
gory (MCAR), where dropout is independent of the measurement process,
and part of the literature, supported by the biopharmaceutical industry
and the regulatory authorities (FDA in the United States, EMEA in Eu-
rope, and their Japanese and other national counterparts), maintains that
these methods are to be preferred for reasons of simplicity and validity.
The academic research community, on the other hand, focuses to a large
extent on methods for missing not at random (MNAR) where dropout is
allowed to depend on unobserved measurements. Some researchers believe
that ever more complicated MNAR methods will eventually be sufficiently
general to encompass the true data generating mechanism.

3 Overview of MAR and MNAR models for

categorical data

Some researchers believe the likelihood framework is to be preferred, with
the generalized linear mixed models, which are random-effects models, and
the marginal Dale model (Dale 1986), while others suggest the use of
weighted estimating equations, a frequentist method. Yet other researchers
explore the advantages of a Bayesian route.

In the MNAR setting, we will make a distinction between models for
monotone and non-monotone missingness. The model proposed by Molen-
berghs, Kenward and Lessafre (1997), which combines a Dale model for
the measurements with a logistic regression for dropout (as in the Dig-
gle and Kenward (1994) philosophy), can handle monotone ordinal data.
For non-monotone patterns, Baker, Rosenberger, and DerSimonian (1992)
proposed a model for bivariate binary data subject to non-random non-
response, which is reformulated by Jansen et al. (2003) using 2 loglinear
models, such that its membership of the selection model family is unam-
biguously clear, to accommodate for, possibly continuous, covariates, turn-
ing the model into a regression tool for several categorical outcomes, and
to avoid the risk of invalid solutions. A disadvantage of those BRD models,
is that the parameters cannot be interpreted marginally, which is actually
what clinicians want.

As we can see, until now there does not exist a model that allows for non-
monotone missingness with more than 2 possible outcomes. A solution will
be presented in the next section.
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4 A method for non-monotone categorical outcomes

Since the multivariate Dale model (Molenberghs and Lesaffre 1999), which
extends the bivariate global cross-ratio model described by Dale (1986),
accounts for the dependence between multiple ordinal responses, as well
as their dependence on covariate vector(s), which may be time-varying,
continuous and /or discrete, this model is very useful for our purpose.

The model arises from a decomposition of the joint probabilities into main
effects (described by marginal probabilities) and interactions (described by
cross-ratios of second and higher orders).

This model will be used for the measurements Y and for the dropout given
the measurements R|Y", such that again a selection model is obtained and
both discrete and continuous covariates can be included in the measurement
model as well as in the dropout model.

Results will be presented for simulated data, and for a data set from a
multicenter, postmarketing study involving 315 patients that were treated
by fluvoxamine for psychiatric symptoms described as possibly resulting
from a dysregulation of serotonine in the brain.

5 Need for a sensitivity analysis

The route of a sensitivity analysis has been explored many times in the con-
text of categorical data. For the model by Baker, Rosenberger and DerSi-
monian (1992), Molenberghs, Kenward and Goetghebeur (2001) developed
the intervals of ignorance and uncertainty. To the reformulated model by
Jansen et al. (2003) a local influence is applied by the same authors. This lo-
cal influence is also applied to the Dale model with dropout (Molenberghs,
Kenward and Lessafre, 1997) by Van Steen et al. (2001). Future work will
be devoted to a sensitivity analysis on the model for non-monotone cate-
gorical outcomes, that was introduced in the previous section.
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