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ABSTRACT 

The paper highlights problems with the ranking of average scores of scientific groups. 

These can be considered in a wide sense - e.g. scientific disciplines formed by journals or 

authors and where one studies e.g publication or citation scores. Other scores as aging or 

prices (for journals) are also possible as well as other groups (e.g. a country, studied w.r.t. 

a scientific discipline). 

It is so that, depending on the used scoring device, the relative importance of such groups 

can increase or decrease. It is even so that rankings can increase (i.e. the group becoming 

less important) while their relative score increases. 

The use of geometric averages, to overcome this problem, is explained and it is strongly 

advised to use it. 
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I. Introduction 

Let us introduce the problem by fixing a concrete case of a group and of a score, namely 

the case of a scientific subject (or discipline) (as e.g. defined by ISI) and their citation 

scores. 

The Science Citation Index/Journal Citation Reports, (SCIIJCR) and the Social Science 

Citation IndexlJournal Citation Reports, (SSCI/JCR) classify covered journals into subject 

categories. Part IV of the JCR, gives a listing of journals ranked by impact factor within 

category. Using these lists, it is not difficult to compute the average impact factor of ISI- 

journals of a subject category. Yet, it is of more importance to know the impact of a whole 

subject category, i.e. the global impact factor. Indeed, a comparison between the observed 

impact and the average impact of those subcategories in which a research group is active, is 

one of the most representative indicators in the evaluation of research groups [I], [2]. If 

every journal would publish the same number of articles the average impact factor would 

clearly be the same as the global impact factor. Yet, in [3], see also [4], we have shown 

that this b usually not the case. Indeed, [4] is, to the best of our knowledge, the first article 

which explicitly drew attention to the difference between the average impact factor of a 

subfield and its global impact factor. 

Furtheron in this article we will use the notions 'subfield' and 'impact' in a general sense. 

Subfields do not have to coincide with subcategories of the JCR (although, of course, this is 

one of the important applications) and the impact is not necessarily the 'official' Garfield 

impact factor. It could as well be a generalized impact factor in the sense of [5], [6]. So, by 

the term 'impact', denoted as 1, we will mean the quotient of a number of citations, denoted 

as C, by the corresponding number of publications, denoted as P (over a well-defined 

period). If we want to stress the fact that citations are a function of publications, we write 

C(P), and similarly for the impact : 

Note that C(P) is an increasing function of P. The set of all journals under consideration 

(the 'subfield') is called a meta-journal [3], [5]. The impact of the i-th journal of this meta- 



journal is then denoted as Ii. The average impact factor, denoted as AIF, of a meta-journal 

consisting of N journals is defined as : 

The global impact factor of this same meta-journal, denoted as GIF, is then defined as : 

where p,  is the average number of citations : 

and pp is the average number of publications : 
N 

Finally, the ratio GIFIAIF will be denoted as p : 

GJF - -  
AIF 

- P 

11. The relation between p=GIF/AIF and the slope of the regression line 

of I(P) over P 

That GIF can be smaller than AIF or reverse, is shown by the next theorem. 
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Theorem If rr, denotes the slope of the regression line of I(P) over P, then 

r,>O- p > l  (7) 

and also 

Proof. We will only show (7). 

On the other hand, the slope rp of the regression line of I(P) over P is 

larger than 0 

(see e.g. [7], p. 66) 

(i) If I(P) is decreasing in P, then p < 1 

(ii) If I(P) is increasing in P, then p > 1 .  
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That GIF<AIF can be as well as the opposite GIF>AIF is not a bad property in itself 

since the comparison is made for the same group. It would be bad, of course, if the above 

described differences between GIF and AIF could lead to interchange of rankings between 

different groups. This can indeed be obtained, cf. [9]. We will illustrate this (very bad) 

property in the framework of country scores w.r.t. author-counts, as a second field of 

application. 

111. Country scores w.r.t. author's publications. 

It is an intricate problem to measure multiple authorship or citation counts to papers with 

multiple authors. Another aspect related with this is the measurement of country-scores, as 

obtained from the authors' data. 

One might be convinced that it suffices to stipulate in a clear way what type of 

measurement one uses in order to have an unambiguous study or article on this problem. 

Unfortunately, this is not so. Let us first indicate four different types of measurement of 

author (country, institutions,. . .) scores in case of multi-authored papers. 

First : only the first of the N authors (N=l,2,3, ...) of a paper is 

given credit and the credit given is 1, cf. [7], [lo]. The method is sometimes called 

straight counting. 

Total : each of the N authors receives a credit 1, cf. [ll]. This counting 

method is also called normal (or standard) counting, see also [7]. 
1 Fractional : each of the N authors receives a score of -, 
N 

[7],[11],[12],[13],[14]. This counting method is sometimes called adjusted counting. 

P- : If an author has rank R in a paper with N authors 

(R = 1,2,. . . ,N), then helshe receives a score of 

This formula for the credit in case of proportional counting is obtained by dividing 

the absolute weights N+l-R by the sum of all ranks : 



cf. [15]. 

Here we focus on the counting methods (2), (3) and (4). It is our feeling that the f is t  

method falls outside the methodology of study of the other counting procedures, yet it 

would be interesting to have a stochastic model in this case. We do not consider it further 

on. 

We are interested in several questions. First of all we want to know how the relative score 

of an author (country, ...) is affected by the counting procedure. Indeed, only relative scores 

are important : absolute scores are incomparable since the totality of attributed weights is 

different from one wunting method to another. So we want to know the individual scores of 

each author (country, ...) within a certain counting method, divided by the totality of scores 

that are given in this wunting method. 

We will give formulae for these relative scores. We will show, by formulae and by 

examples, that it is very well possible to have a larger score for author a than for author b 

in one counting method while the opposite is true in another method. As a consequence of 

this, the relative importance (expressed e.g. by the obtained ranks) is reversed by changing 

the counting procedure. 

In addition to this - and this is almost a paradox - it is even possible to have an increase of 

the relative score of an author when going from one wunting method to another and at the 

same time an increase of the rank of this author. In other words this author becomes more 

important according to hislher relative score and less important according to hidher rank, 

and this within the same counting procedure as compared with the first counting procedure! 

III.1 Formulae for counting procedures 

We will first fix some general notation and terminology. We will consider N articles and 

for each article i=l,..,N, let a, denote the number of w-authors of article i. Let c be a 

country. Then a,(c) will denote the number of co-authors from country c in article i. The 

term "country" must be interpreted in a general way : it can be a real country name or the 

name of an institution or even an author's name. The latter case is then a special case of this 



general formalism, namely where q(c)=O or 1. In general, for a real country or institution, 

ai(c) can be (in principle) any natural number (including zero). That is why we will use this 

more general framework. Clearly, Vi = 1 ,. . . ,N : 

III.l.1 Total counts. 

Every author receives a score of 1, hence the total score in this system is 

By notation, the total score of country c is 

and hence, its relative score is 

Note that (18) corresponds to GIF (formula (3)). 

IlI.1.2 Fractional counts. 

Since the total score for an article is 1, we have that the total score in this system is W,=N. 
1 Each co-author receives a score - in article i and hence, country c receives an absolute 
ai 

score of 

in article i 

(there are q(c) co-authors from country c). 



The total score of country c is 

and hence, its relative score is 

Note that (21) corresponds to AIF (formula(2)). 

IU.1.3 Proportional counts. 

We will not go further into the formula for proportional counts since it is intricate and since 

we do not need it further on. We will be able to draw conclusions for Q4(c) (the relative. 

score of country c when proportional counts are used) by using the following theorem, 

which can be found in [9]. 

Theorem 111.1 : For any system of collaboration between countries (institutions, 

authors,. ..) we can construct another one such that the proportional 

counting system in the latter one equals the fractional counting system 

in the former as well as in the latter one. Furthermore the total 

counting systems are also the same in both systems. 

This theorem enables us to deduce results on the comparison of Q,(c) and Q4(c) whenever 

we have a result on the comparison of Q,(c) and Q,(c). Therefore we limit our attention to 

the comparison between total counting and fractional counting and obtain an analogous 

result on the comparison between total counting and proportional counting, without 

additional work. 



III.2 Nontrivial examples of anomalies between scores of total and fractional counts 

and between scores of total and proportional counts. 

We are interested to see whether an example exists in which (c, c' : wuntries, authors, 

institutions, ... ) : 

This would be a first sign of the ambiguity of these two counting methods : in the total 

counting system c is considered to be more important than c' (since we are dealing with 

relative scores : c occupies a larger fraction of the scores than c') ; in the fractional 

counting system, exactly the opposite would be true! 

The paradox would be complete if the example could also give 

Then (24) indicates that c has a smaller weight in the total counting system than in the 

fractional counting system, yet this smaller weight has a higher importance (as compared to 

c') than the larger weight in the respective counting systems, because of (22) and (23)! 

If an example of the simultaneous occurence of (22), (23) and (24) can be given, this would 

then be a definitive condemnation of the used methodology and make many studies that 

draw conclusions on this basis (at least) doubtful. In this section we show that such 

examples indeed exist, albeit for relatively complex systems (of total number of articles). 

Nevertheless we will be able to give examples in the simple case of 3 authors (or - 

equivalently - 3 countries for which we can even assume a,@) = 1 for every i = 1,. . . ,N). 

Based on the formulae of Q,(c) and Q,(c) in the previous section and on (22). (23) and (24) 

we are able to construct the examples. a,b,c, denote authors (or countries) and the rows 

denote publications. 



This results in the following values of Q, and Q,. 



Note that Q,(a) > Q,(b), Q,(a) < Q,(b) and Q3(a) > QAa) as required. 

We will now see if an example exists in which a, b and c do not collaborate all together. 

We have the following solution. 



Now we have the Q, and Q, values 

IV. A solution to the anomalies in ranking. 

Basing ourselves on the results in [16] we have that the geometric "versions" of Q, and Q; 

are (denoted by Q:, Q: ) : 

BY (1 8). Q2 

arithmetic average of (a,( c) ,..., aN(c)) 
Q&c) = 

arithmetic average of @,,...,aN) 

hence 

Q3(c) = arithmetic average of 

hence 



It is now clear from (25) and (26) that 

for any system and any c. Furthermore, if this is so, obviously all rankings in the total 

counting system are the same as in the fractional counting system. Hence all ambiguities are 

gone! 

We leave it as an open problem to study the behavior of the proportional counting system in 

this context, i.e, the study of Q ~ ( c ) .  

The problems as discussed in this paper have many applications, not only in relation with 

citation scores or publication scores. In fact we can even give examples beyond the scope of 

informetrics and scientometrics. 

V. More applications. 

V.1. Price index 

For an article, one counts the total number of references and the number of references 

which are given to articles not older than d years, where the year of publication is counted 

as year one. (Price [17] uses d=5). Its quotient is Price's index. Moed [IS] uses the 

average Price index as a measure for the field, while Price himself used the global one. Of 

course, one can equally well calculate Price's index for a journal. The difference between 

the two approaches was discussed by Wouters and Leydesdorff [19]. They note that for the 

journal Scientometrics the average - five year - Price index was 0.514, while the global one 

was 0.43. From the fact that the global one is smaller than the average one, we conclude 

that the slope of the regression line of Price's index over the total number of references is 

decreasing. Price's index was further studied in [20]. 

V.2. Text to reference ratio 

In [21], a number of journals was randomly selected and, for each article published during 

the years 1980 and 1987, the (estimated) number of words and the number of references 

were obtained. Its quotient yields the text to reference ratio of each article. As far as we 



could see, the authors did not state how they obtained the journal data ; namely, as an 

average of article data or as global text to reference ratios. We assume they used the global 

method. 

V.3. Receptivity factor 

In this application, the field is fixed. For every article under consideration, one collects the 

number of references and the number of references to articles written by fellow 

countrymen. This is done per country, where, again, it is possible to take an average or a 

global point of view.Dividing this result by the share of the country in the total output in 

the field yields the receptivity index for foreign literature (cf.1221). 

V.4. Journal prices 

For every journal, one collects the number of published pages (in a year) and the 

subscription price. The quotient is the price per page. One could similarly calculate the 

price per character, or the price per citation, as a kind of 'value for money' indicator. 

Results can then be brought together per field or per publisher [23]. For some publishers, 

this seems to be a very controversial procedure [24, 25]! 

In [4] one calculates a price per article. The authors give preference to the weighted, i.e. 

global, price per article of a discipline or faculty, as they also do for the case of the impact 

factor. 

V.5. Ageing 

For each article, one counts cj, the number of references to articles which are j years old, 

j =0,1,. . . , lo. Here, the number 10 is used for convenience ; we further assume that none 

of the c, is equal to zero. Then the ageing rate r, of this article is determined as the average 

of the quotients cJ+,/cj, j=0, ..., 9. Note that other definitions of ageing are used in the 

literature. The above definition is used only as an example. 

Then, to determine the ageing rate of a journal, one can use the average of the ageing rate 

of all articles (AAR : average ageing rate of a journal), or one can use a global approach, 

i.e. take the sum of all cjs, form quotients and then take the average of all quotients (GAR : 

global ageing rate of a journal). 



V.6. Gross regional product (GRP) 

Averages, as discussed in this article, occur in many fields. A well-known example from 

econometrics is the case that for every country one collects the gross national product 

(GNP) and the number of inhabitants. Its quotient yields the GNP per capita. When 

considering, for example, the GRP per capita in the European Union, one can take the 

average of all GNP per capita of every member country, or one could calculate the global 

GRP per capita. Again, we think that the second index is the more significant one. 

For other applications (discipline influence score, fill-rates as measures of library 

performance) we refer to [16]. 
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