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#### Abstract

Core collections, as e.g., the set of source journals selected by the Institute for Scientific Information, vary from year to year: most of them stay, some leave, and others enter.

In this paper, we show that the mechanism of this process can be revealed by using stochastic processes with values in an infinite dimensional Banach space. More concretely we show that the evolution can be described by a quasi-martingale with values in the Hilbert space $L^{2}$. Criteria for the convergence of these processes are given, leading to a stable limit set of core items, for $t$ (time) high. © 1998 Elsevier Science Ltd. All rights reserved.
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## 1. INTRODUCTION

Core collections can be defined in any context where one considers a basic set of items w.r.t. a certain usage, e.g., a collection of (basic) algebra journals. The most famous example is the set of source journals (also called core journals) as defined, on a yearly basis, by the Institute for Scientific Information (ISI). This set can be found, e.g., in the yearly editions of the Journal Citation Reports (JCR), a statistical side product of the ISI data. Core collections can even be considered outside the journal scope. An example is offered by a core collection of books in a library (where the core could be defined according to the number of times the books are checked out or via another criterium).

It is hence clear that

- core collections vary from year to year,
and that
- their evolution in time is an important informetric issue.

Indeed, going back to the example of source journals of ISI, the fact that a journal is or is not a source journal has many important consequences. Having a publication in a source journal means that the described research is visible in the world. The researcher can mention this in

[^0]the annual report of the research group which has consequences for the financial support of this group. This is certainly the case in most Belgian universities (including mine) and I am sure that this also applies to other research centers in the world. Being a source journal also means that this journal is part of a whole mechanism of evaluations (based on the degree of citedness) performed by ISI but also by other research institutes. Obviously, these journals are the ones with an impact factor (IF). This measure alone, when related to the specific field, indicates the degree of research-orientedness of the journal. The set of source journals in a certain scientific field determines the way this field is studied (obsolescence, communication networks between authors or between journals, and so on).

This is not the place to review the vast literature on citation analysis. In fact, as described above, our scope is much wider. Let us content ourselves by referring to [1, Chapter III] for a 90 -page account on the uses of citation analysis.

The problem of determining a core collection and of studying its evolution in time has been noticed in [2]. Of course, much earlier, one can read discussions on the selection of the core collection set, especially in the case of source journals, see, e.g., [3-9]. But in the author's opinion the paper of Rousseau and Spinak is the first to mention the several methodological questions around core collections.

The basic problem can be formulated as follows. Suppose at a certain time (say $t=1$ ) we start with a core collection $A=A_{1}$. How can we determine the core collections $A_{t}$ at later times $t$ ? Is the process stable in the sense that the sets $A_{t}$ converge in some way?

In [10] we studied a heavily simplified version of this problem. There we started with a set $A$ and studied, at every $t$, what is left from this set. Such results only indicate the quality of the original set of source journals.

Going back to the basic problem, we are requested to indicate the probabilities with which we can expect a certain set (subset of the universe $U$ under consideration) to be the set of core items $A_{t}$. In the next section we will investigate this by using, for every set $A$, its characteristic function

$$
\begin{gathered}
\chi_{A}: U \rightarrow\{0,1\}, \\
u \rightarrow \chi_{A}(u)= \begin{cases}1, & \text { if } u \in A, \\
0, & \text { if } u \notin A .\end{cases}
\end{gathered}
$$

This function indeed characterizes the set $A$.
We will be using stochastic processes. Although these probabilistic items are not well known in our field, we do not introduce them here; for this we refer to [10,11] where extensive appendices are devoted to an explanation of these important tools.

So, the next section will introduce the stochastic process that deals with the evolution of the core collection. We will also investigate its convergence properties, i.e., we will indicate whether or not (and when) a stable limit core collection exists, for $t$ high.

The last section gives some remarks and open problems.

## 2. THE STOCHASTIC PROCESS THAT DESCRIBES THE EVOLUTION OF CORE COLLECTIONS

### 2.1. Introduction

Let $U$ be our universe of all items that are considered for becoming a core item. As an example, $U$ can be the total collection of journals (possibly restricted to a field under study). $U$ can contain journals that will only exist from a certain time on; before that time, obviously, their chance to become a source journal is zero. In the same way it will contain journals that stop after a certain time. These journals will then have a zero chance to be a source journal, after that time. The
same can be said in the case of core books in a library w.r.t. purchase of new books or the weeding of old books. In the sequel, we will henceforth use the terminology: $U$ is the set of all items and we study the evolution of core items from $U$.

Suppose, at the starting point $t=1$, we have $A=A_{1} \subset U$ as the core set. Instead of allowing $t$ to be a fixed time period, we will consider $t$ as the time in which $t-1$ elementary changes in the core set have been executed, i.e., one core item out or one noncore item in. More concretely we will move from $A=A_{1}$ to $A_{2}$ as the result of

- either one element from $A$ is deleted as a core item, or
- one element from $U \backslash A$ enters as a core item.

In general, and denoting by $A_{t}$ the set of core items at time $t$, we move from $t$ to $t+1$ if one of the following actions have taken place:

- either one element from $A_{t}$ is deleted as a core item, or
- one element from $U \backslash A_{t}$ enters as a core item.

In the former case, and denoting by $u \in A_{t}$ this element, we have that $A_{t+1}=A_{t} \backslash\{u\}$. In the latter case, and denoting by $u \in U \backslash A_{t}$ this element, we have that $A_{t+1}=A_{t} \cup\{u\}$. These are the only two alternatives, of course applicable to every $u \in U$.

As said in the previous section, we will study the evolution of $A_{t}$ by means of its characteristic function $\chi_{A_{t}}$, indeed characterizing $A_{t}$. As such, $\chi_{A_{t}}$ is not only a function of $u \in U$, but also of the probability space ( $\Omega, \mathcal{F}, P$ ) that we are about to construct. Hence, every $\chi_{A_{t}}$ is a random variable (r.v.) with values in some function space (to be determined in the sequel).

### 2.2. Construction of the Stochastic Process

Let us suppose we are at time $t$ and that $A_{t} \subset U$ is the core set at $t$. We will indicate how we will pass from $t$ to $t+1$. For each $u \in A_{t}$ we put

$$
\begin{equation*}
\alpha(t)(u)=P\left(u \notin A_{t+1} \mid u \in A_{t}\right) \tag{1}
\end{equation*}
$$

and for each $u \in U \backslash A_{t}$ we put

$$
\begin{equation*}
\beta(t)(u)=P\left(u \in A_{t+1} \mid u \in U \backslash A_{t}\right) . \tag{2}
\end{equation*}
$$

These are the only \#U (\# = number of elements) cases leading to a change in the core set, hence bringing us from $t$ to $t+1$. By the very definition of $t+1$ we have

$$
\begin{equation*}
\sum_{u \in A_{t}} \alpha(t)(u)+\sum_{u \in U \backslash A_{t}} \beta(t)(u)=1 \tag{3}
\end{equation*}
$$

The underlying probability spaces and $\sigma$-algebras are constructed as follows. For each $t$, define

$$
\begin{equation*}
\Omega_{t}=\prod_{i=1}^{t} U_{i} \tag{4}
\end{equation*}
$$

where $U_{i}=U$ for every $i$. Hence $\Omega_{t}$ is the $t$-fold product of identical copies of $U$. Furthermore we consider the points of $\Omega_{t}$ as subsets of

$$
\begin{equation*}
\Omega=\prod_{i=1}^{\infty} U_{i} \tag{5}
\end{equation*}
$$

by identifying, for each $t,\left(u_{1}, \ldots, u_{t}\right) \in \Omega_{t}$ with

$$
\begin{equation*}
\prod_{i=1}^{t}\left\{u_{i}\right\} \times \prod_{j=t+1}^{\infty} U_{j} \tag{6}
\end{equation*}
$$

By this identification, we have that if $\mathcal{F}_{t}=P\left(\Omega_{t}\right)$, the set of all subsets of $\Omega_{t}$, the sequence $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~N}}$ is an increasing sequence of $\sigma$-algebras. Denote by $\mathcal{F}$ the $\sigma$-algebras generated by $\cup_{t=1}^{\infty} \mathcal{F}_{t}$. The probabilities are constructed as follows: at $t$, for every $\left(u_{1}, \ldots, u_{t}\right) \in \Omega_{t}$ and $u \in U$,

$$
\begin{equation*}
P_{t+1}\left(u_{1}, \ldots, u_{t}, u\right)=P_{t}\left(u_{1}, \ldots, u_{t}\right) \cdot \alpha(t)(u) \tag{7}
\end{equation*}
$$

if $u \in A_{t}$ and

$$
\begin{equation*}
P_{t+1}\left(u_{1}, \ldots, u_{t}, u\right)=P_{t}\left(u_{1}, \ldots, u_{t}\right) \cdot \beta(t)(u) \tag{8}
\end{equation*}
$$

if $u \in U \backslash A_{t}$ (always using identification (6)). At each level, $\alpha(t)(u)$ and $\beta(t)(u)$ are $\mathcal{F}_{t}$-measurable functions on $\Omega_{t}$.

Formulae (7) and (8) determine, inductively, the probability measures for all $t \geq 1$, where, if $t=1$, we define $P_{1}(u)=1$ if $u \in A_{1}$ and $P_{1}(u)=0$ if $u \in U \backslash A_{1}$. Let us also denote by $P$ the product probability measure on $\Omega$, determined by the probability measures $P_{t}$ on $\Omega_{t}$ (again using the said identification). Because of this identification we can use the notation $P$ instead of $P_{t}$ on $\Omega_{t}$. On the system ( $\Omega, \mathcal{F}_{t}, P$ ) we can define the following stochastic process: since, in case (1) applies, $\chi_{A_{t}}$ is changed into $\chi_{A_{t} \backslash\{u\}}$ and in case (2) applies, $\chi_{A_{t}}$ is changed into $\chi_{A_{t} \cup\{u\}}$ we have the following conditional expectation equation for $X_{t+1}=\chi_{A_{t+1}}$ :

$$
\begin{equation*}
E^{\mathcal{F}_{t}}\left(\chi_{A_{t+1}}\right)=\sum_{u \in A_{t}} \alpha(t)(u) \chi_{A_{t} \backslash\{u\}}+\sum_{u \in U \backslash A_{t}} \beta(t)(u) \chi_{A_{t} \cup\{u\}} \tag{9}
\end{equation*}
$$

by the law of total change.
For all functions we have dropped the $u \in U$ and $\omega \in \Omega$-dependency notation. In full notation we would have (e.g., for $\chi_{A_{t}}$ )

$$
\chi_{A_{t}(\omega)}(u)
$$

$\omega \in \Omega_{t}, u \in U$ and where the function $\omega \rightarrow \chi_{A_{t}(\omega)}$ is $\mathcal{F}_{t}$-measurable with values in some function space (to be determined later). It is this function (but for $t+1$ ) that is used in the $E^{\mathcal{G}_{t}}(\cdot)$ in formula (9).

From (9) we derive (see the Appendix):

$$
\begin{equation*}
E^{\mathcal{F}_{t}}\left(\chi_{A_{t+1}}\right)=(1-\alpha(t)-\beta(t)) \chi_{A_{t}}+\beta(t) \tag{10}
\end{equation*}
$$

where $\alpha(t)$ and $\beta(t)$ denote the functions $u \rightarrow \alpha(t)(u)$ and $u \rightarrow \beta(t)(u), u \in U$. Since, for every $u \in U, \alpha(t)(u)$ and $\beta(t)(u)$ are $\mathcal{F}_{t}$-measurable real functions on $\Omega_{t}$ we have that $\alpha(t), \beta(t)$ are $\mathcal{F}_{t}$-measurable function-valued functions on $\Omega_{t}$. To be more concrete we suppose that all these functions take values in $L^{2}(U, \mathcal{G}, \mu)$, where $(U, \mathcal{G}, \mu)$ is a probability space on $U$ and where $L^{2}$ denotes thes set of functions which squares are integrable. Note that all functions $\chi_{A_{t}}$ above belong to $L^{2}(U, \mathcal{G}, \mu)$. ( $U, \mathcal{G}, \mu$ ) can be anything, even (in finite cases) the counting measure space (see, e.g., [12]).

This completes the construction of the Hilbert-space valued process ( $X_{t}, \mathcal{F}_{t}, P$ ) where $X_{t}=\chi_{A_{t}}$. This process gives a complete description of the evolution of the set of core items $A_{t}$ when $t$ passes, once the probabilities of transition are known.

We will now investigate the properties of this process.

### 2.3. Properties of $\left(X_{t}, \mathcal{F}_{t}, P\right)$

From (10) it is clear that

$$
\begin{equation*}
E^{\mathcal{F}_{t}} X_{t+1}-X_{t}=-(\alpha(t)+\beta(t)) X_{t}+\beta(t) . \tag{11}
\end{equation*}
$$

Hence (\| $\cdot \|_{2}$ denotes the $L^{2}$-norm)

$$
\begin{align*}
E\left(\left\|E^{F_{t}}\left(X_{t+1}\right)-X_{t}\right\|_{2}\right) & =E\left(\left\|\beta(t)-(\alpha(t)+\beta(t)) X_{t}\right\|_{2}\right) \\
& =E\left(\left\|\beta(t)\left(1-X_{t}\right)-\alpha(t) X_{t}\right\|_{2}\right) \\
& \leq E\left(\left\|\beta(t)\left(1-X_{t}\right)\right\|_{2}\right)+E\left(\left\|\alpha(t) X_{t}\right\|_{2}\right)  \tag{12}\\
& \leq E\left(\|\beta(t)\|_{2}\right)+E\left(\|\alpha(t)\|_{2}\right)
\end{align*}
$$

since $X_{t}$ takes values in $\{0,1\}$. Hence, if we suppose

$$
\begin{align*}
& \sum_{t=1}^{\infty} E\left(\|\alpha(t)\|_{2}\right)<\infty  \tag{13}\\
& \sum_{t=1}^{\infty} E\left(\|\beta(t)\|_{2}\right)<\infty \tag{14}
\end{align*}
$$

then we have that $\left(X_{t}, \mathcal{F}_{t}\right)$ is a quasi-martingale (cf., $[13,14]$ ). Since $\left(X_{t}\right)_{t \in \mathrm{~N}}$ is $\|\cdot\|_{2}$-uniformly bounded (by 1) they converge a.e. to an integrable function $X_{\infty}$, i.e., an integrable function on $(\Omega, \mathcal{F}, P)$ with values in $L^{2}(U, \mathcal{G}, \mu)$, if this Banach space has the Radon-Nikodym-Property (RNP) (see [13,14]). This is so since $L^{2}$ is a Hilbert space, see [15]. In this book one can find background information on (RNP) Banach spaces. These are spaces in which the "classical" theorem of Radon-Nikodym (sometimes called Lebesgue-Radon-Nikodym) is valid, also ensuring a.e. convergence of processes as above.

Suppose then that (13) and (14) are true. We hence have the existence of a function

$$
\begin{equation*}
X_{\infty} \in L_{L^{2}}^{1}(\Omega, \mathcal{F}, P) \tag{15}
\end{equation*}
$$

the space of integrable functions on $(\Omega, \mathcal{F}, P)$ with values in $L^{2}=L^{2}(U, \mathcal{G}, \mu)$ such that

$$
\begin{equation*}
\|\cdot\|_{2}-\lim _{t \rightarrow \infty} X_{t}=X_{\infty}, \quad P \text {-a.e. } \tag{16}
\end{equation*}
$$

This means that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \int_{U}\left\|X_{t}(\omega)-X_{\infty}(\omega)\right\|^{2}=0 \tag{17}
\end{equation*}
$$

for $\omega \in \Omega \backslash B$, where $P(B)=0$. For every $\omega \in \Omega \backslash B$ we hence have an $L^{2}$-convergent sequence $\left(X_{t}(\omega)\right)_{t \in \mathbb{N}}$, hence $L^{1}$-convergent (this is so on finite measure spaces as $\left.(U, \mathcal{G}, \mu)\right)$. Hence, there is an a.e. convergent subsequence. For these results on measure theory, see [12]. Hence, there exists $\left(t_{n}\right)_{n \in \mathbb{N}}$, a strictly increasing sequence in $\mathbb{N}$ (dependent on $\omega$ !) such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} X_{t_{n}}(\omega)=X_{\infty}(\omega) . \tag{18}
\end{equation*}
$$

Since $X_{t_{n}}(\omega)=\chi_{A_{t_{n}}(\omega)}$, the values of $X_{\infty}(\omega)$ can only be 0 or 1 . This is trivial. Define then

$$
\begin{equation*}
A_{\infty}=\left\{\omega \in \Omega \| X_{\infty}(\omega)=1\right\} . \tag{19}
\end{equation*}
$$

Then $A_{\infty}$ is our stable limit set since, obviously,

$$
\begin{equation*}
X_{\infty}=\chi_{A_{\infty}} \tag{20}
\end{equation*}
$$

and by (16) or (17).
We hence have proved the following theorem.
Theorem. Let the process $\left(X_{t}, \mathcal{F}_{t}, P\right)$ describe the evolution of the set of core items as defined by formula (9). Suppose that (13) and (14) are valid. Then the process is a uniformly bounded quasi-martingale in $L^{2}(U, \mathcal{G}, P)$ which $\|\cdot\|_{2}$-converges a.e. to an integrable function. This function determines uniquely a stable limit set which is the limiting set of core items.

## 3. REMARKS AND OPEN PROBLEMS

### 3.1. Remarks

We could also study the probability that an item $u \in U$ becomes a core item at time $t$ :

$$
P(u, t)=P(u \text { is core item at } t)
$$

By the law of total chance we have

$$
\begin{align*}
P(u, t)= & P(u \text { is core item at } t) \\
= & P(u \text { is core item at } t \mid u \text { is core item at } t-1) \cdot P(u \text { is core item at } t-1) \\
& +P(u \text { is core item at } t \mid u \text { is not a core item at } t-1)  \tag{21}\\
& \cdot P(u \text { is not a core item at } t-1) \\
= & (1-a(t-1, u)) P(u, t-1)+b(t-1, u)(1-P(u, t-1)),
\end{align*}
$$

where (for all $t \geq 1$ )

$$
a(t, u)=P(u \text { is not a core item at } t \mid u \text { is core item at } t-1)
$$

and

$$
b(t, u)=P(u \text { is a core item at } t \mid u \text { is not a core item at } t-1)
$$

Hence

$$
\begin{equation*}
P(u, t)=(1-a(t-1, u)-b(t-1, u)) P(u, t-1)+b(t-1, u) \tag{22}
\end{equation*}
$$

Formula (22) is comparable with formula (10) but for probabilities instead of random variables.
Formula (22) gives the overall probability for $u \in U$ to be a core item at $t$, unconditionally. From (22) we deduce inductively

$$
\begin{equation*}
P(u, t)=\prod_{i=1}^{t-1}\left(1-a_{i}-b_{i}\right) \frac{\# A}{\# U}+\prod_{i=2}^{t-1}\left(1-a_{i}-b_{i}\right) b_{1}+\prod_{i=3}^{t-1}\left(1-a_{i}-b_{i}\right) b_{2}+\cdots+\left(1-a_{t-1}-b_{t-1}\right) b_{t-2} \tag{23}
\end{equation*}
$$

where $\# A \backslash \# U=P(u, 1)$, since $A$ is the (given) core set at $t=1$.

### 3.2. Problems

(1) Say we start, at $t=1$, with another core set $B \subset U$ (instead of $A$ ). Determine the limit set $B_{\infty}$ in this case and compare it with the one we found above: $A_{\infty}$. This problem, dealing with the stability of the system was formulated in [2]. An application of this would be an understanding of the evolution of, e.g., a set of source journals constituted by another institute than ISI (possibly from another country, thereby possibly focusing on other (more local) journals): we could then see if, for large $t$, we recover (more or less) the source journals as defined by ISI.
(2) How can rankings (e.g., based on impact factors) be involved in these models? What is the relation of a ranking (at a certain time $t$ ) of a source journal with the number of times the journal was a source journal?
(3) What is the stability of the results in the sense that small changes to the values of $\alpha$ and $\beta$ should result in small changes in the final result?
(4) Apply these models to other domains in information science: core collections of books in a library, evolution of retrieved sets of documents over time (w.r.t. a fixed query), evolutions of bibliographies, of research groups, etc.

## APPENDIX <br> PROOF OF FORMULA (10)

Formula (9) reads

$$
\begin{aligned}
E^{\mathcal{F}_{t}}\left(\chi_{A_{t+1}}\right) & =\sum_{u \in A_{t}} \alpha(t)(u) \chi_{A_{t} \backslash\{u\}}+\sum_{u \in U \backslash A_{t}} \beta(t)(u) \chi_{A_{t} \cup\{u\}} \\
& =\sum_{u \in A_{t}} \alpha(t)(u) \chi_{A_{t}}-\sum_{u \in A_{t}} \alpha(t)(u) \chi_{\{u\}}+\sum_{u \in U \backslash A_{t}} \beta(t)(u) \chi_{A_{t}}+\sum_{u \in U \backslash A_{t}} \beta(t)(u) \chi_{\{u\}} .
\end{aligned}
$$

So, for $u^{\prime} \in A_{t}$ we have

$$
\begin{aligned}
\left(E^{\mathcal{F}_{t}}\left(\chi_{A_{t+1}}\right)\right)\left(u^{\prime}\right) & =\sum_{u \in A_{t}} \alpha(t)(u)-\alpha(t)\left(u^{\prime}\right)+\sum_{u \in U \backslash A_{t}} \beta(t)(u) \\
& =1-\alpha(t)\left(u^{\prime}\right)
\end{aligned}
$$

and for $u^{\prime} \in U \backslash A_{t}$ we have

$$
\left(E^{\mathcal{F}_{t}}\left(\chi_{A_{t+1}}\right)\right)\left(u^{\prime}\right)=\beta(t)\left(u^{\prime}\right)
$$

Hence, $E^{\mathcal{F}_{t}}\left(\chi_{A_{t+1}}\right)$ is the $L^{2}$-function

$$
\begin{aligned}
E^{\mathcal{F}_{t}}\left(\chi_{A_{t+1}}\right) & =(1-\alpha(t)) \chi_{A_{t}}+\beta(t) \chi_{U \backslash A_{t}} \\
& =(1-\alpha(t)) \chi_{A_{t}}+\beta(t)\left(1-\chi_{A_{t}}\right) \\
E^{\mathcal{F}_{t}}\left(\chi_{A_{t+1}}\right) & =(1-\alpha(t)-\beta(t)) \chi_{A_{t}}+\beta(t),
\end{aligned}
$$

proving (10).
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