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ABSTRACT

Realistic estimates of standard deviations of thien&tion constants of metal ion complexes
calculated from potentiometric titrations can beanfified by a Monte Carlo-based
technique from estimates of the experimental ermorsitration parameters. This Monte
Carlo analysis has also potential implicationsnfmdel selection.

A Matlab® programme is presented to quantify the statisticelertainty on the optimized
stability constants in complex models. The prograwonsists of a data generation part and
a refinement part. The refinement algorithm uses nbnlinear least squares method to
minimize the sum of weighted squared differenceés/&en the experimental and calculated
electrode potentials. It is demonstrated from aalyesis of simulated and experimental data
of Ag(l)-diamine complex equilibria in certain casene risk of accepting a false model is
real! Residual plots show that thé test is the least convincing and most controversia
criterion for model selection. Some new criteriartorease the reliability of potentiometric

data are formulated.
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INTRODUCTION

The calculation of formation constants of metal ptares is an important and active area of
modern solution chemistry. A crucial factor in ddmium studies is the design of the
chemical model. In order to identify the “best” nehda set of hypotheses that describe a
number of complexes and their stoichiometric cogffits should be formulated. The
corresponding stability constants may be evaluaggder approximately by different
graphical methods [1] or more precisely by a varet regression techniques [2-5]. The
influence of the computational strategy used onrétiability of stability constants is also
discussed in the literature [6-7].

Recently, most of the work related to quantifyitng &accuracy of equilibrium models and
their corresponding stability constants is basedlmmometrical methods [8-12]. However,
a well-founded statistical error analysis is lagkim the majority of these optimisation
programs. The present work shows a detailed ernalysis in the determination of stability
constants that is rarely done. Better assessmeexpdrimental and systematic errors and
structural perturbations in the model makes it fpds3o select the set of parameters which,
when optimized, yields the result with greatestbpitae accuracy. Moreover, this approach

accounts for many discrepancies in the formatiarstant literature.

EXPERIMENTAL

Materials

Most of the reagents used were commercially avigldketailed information on all products
and particularly on the preparation of the diaminsed in the complexometric Ag(l)-
diamine titrations (1,4-Diaminobutane and 1,5-Diampentane) has been published

elsewhere [13].



Automated Apparatus

Potentiometric data were obtained with a Radiomgitévl 84 (resolution 0.1mV), equipped
with a glass (Ingold pHO-14 HA265-S7/120) and eerefce (Ingold Argental 363-S7)
electrode couple. Combined pH/pAg measurement® werformed with a Radiometer
pHM 84 (pH) and a Knick pH Meter 764 multicalima(icAg) (resolution 0.1mV). The
following electrode couples were used : a glasgqloh pH 0-14 HA265-S7/120) in
combination with a reference (Ingold Argental 363-8lectrode and the reference electrode
(Ingold Argental 363-S7) combined with a Ag/”A3(Orion 94-16) electrode. The design of
the fully automated experimental set-up for bothgtd combined pH/pAg measurements
has been presented in the literature [14-17].

Titrations

The specific procedures used for the potentiometid-base titrations as well as the Ag(l)-

diamine complexometric titrations have been desdribisewhere [13].

RESULTS AND DISCUSSION

The simulated titration curves for two artificialstems ‘sysl’ and ‘sys2’ (table 1) made of
80 points each were generated using the data gemepart of the MatLa® program [18]

of which the algorithm is based on the program ‘BEQUa general computational method
for the calculation of solution equilibria [19]. &@hcurves were subjected to the same
analysis as the experimental data with the usehefrefinement part of the MatL@b
program suite [18]. The core of the refinemenbathm is a Gauss-Newton minimization
of a sum of weighted squared residuals in electrpdéential based on implicit

differentiation in accordance with the program SBERJAD [5,20-23]. It is demonstrated



in recent publications dealing with the analysisegperimental Cu(ll)- and Ag(l)-diamine
complexation data using SUPERQUAD that two mairbfgms arise when interpreting the
results [17,24]: on the one hand the residualsHnop electrode potential do not show a
normal distribution character or tend to deviatstematically in certain regions of the
titration curve. On the other hand the calculatéghdard deviations on the optimized
constants are not realistic. The literature repams a qualitative study handling the
reliability of computer analysis by means of dewias in the model [7]. Our aim is
analysing quantitatively the effects of experimérmtad structural errors in the chemical

model to formulate some new criteria to increagerétiability of potentiometric data.

Quantifying accuracy by means of experimental exranalysis of ‘sysl’ and ‘sys2’

In order to quantify the effects of systematic atider experimental errors on the optimized
stability constants and to make the curves morlkstiga each titration point was biased by
computer generated random errors with gaussianrilditon. As the introduced
perturbations are of the same order as in a rga¢rerent, the results can be used for
verification of reliabilty of results from analg of real system data.

The effects of noise in the following titration paneters on the optimized constants have

been evaluated :

e Perturbations in pH or electrode potential

e Perturbations in added volume of titrant

e Perturbations in total concentration of metal, idand proton

e Perturbations in total initial volume
Considering the vast number of various possibleottygses and number of simulated

experiments for all relevant titration parameteve, have compiled our figures to include



some representative examples ( e.g. analysis drtifcial model ‘sysl’ and ‘sys2’ related

to perturbations in pH or electrode potential).

The free concentration gl has been generated using the data generationopahie
MatLab® program [18]. Errors in pkta Were modellated by means of a computer generated
random variable; with gaussion distribution:

() = pHoea() + & &~ N (0,69 (1)
where i represents the titration point astl is constant over the whole titration area.
Moreover, we assume that there is no correlatidwdxn the errors in different titration
points. In the example presented in figures 1d.1dm, the mean value of different stability
constant$ in the trail-models ‘sys1’ and ‘sys2’ is plotteglaanst logo.

B is defined as the overall formation constant efftillowing reaction:

PM + gL +rH == MgH Boar = [MpLqHe] / [M] P [L] “[H] '
A regression analysis of the standard error (srethe individual optimized parameters as a
function of the perturbation in pHs) illustrates linearity in ‘sysl’ (figure 2a.) buion-
linearity in ‘'sys2’ (figure 2b.)! Thus, the influea of a perturbation in a titration parameter
(e.g. pH) on the precision of the optimized const@trongly depends on the chosen system
and the magnitude of the individual constant. Thefsects probably indicate that the linear
error propagation model fails when handling potangtric data.
Quantifying accuracy by means of structural errorshe model: analysis of ‘sysl’and‘sys2’
The reliability of the computer calculations hagbevaluated using structural errors in the
models ‘sysl’ and ‘sys2 (table 1).

Extended model of ‘sysl’

The results of different optimization cycli usiag extended model of ‘sysl’ - the specie

MLH is added - , are summarized in table 2. Theesponding initial values d¢¥11; in the



different cycli are: 19 10, 10/, 1, 10’ and 18*. Each simulation counts ten titrations with
a constant perturbation in pH of 0.002 units,. Testurbation is present in all the following
simulation experiments. The starting valuesf¥ow, Bi20, Bo11 andBo12 deviate at least 50%
from their “real” values. U represents the meandgatic sum of ten titrations of weighted
residuals in pH upon convergence. The mean sanepiatibn S ('S = (U/n-m¥), where n

is the number of titration points and m is the nembf parameters to be optimized) is also
tabulated as well as the standard error. Tabldu&trates that in all cases the parameters
B110, B12o, Po11 andPo12 converge to their “real” value in the model systdrhis of course is

a first indication that the wrong model is acceptedfigure 3 (to the left) the initial value
for B111is plotted against the final value of U upon cogesce. U seems to be acceptable
in the intervaPB111= [10°, 1] (U = 372 for the defined starting model). S slbabt exceed

3 [13], this means that the maximal acceptableevalulJ is around 700 (n = 80 and m = 5).
On the basis of this criterion, once again, thengronodel is accepted! However, if the
initial value off11; is of order 18 or higher, the value of U goes up drastically. §hwe
can conclude that by adding a “spurious” and veiable complex no problems are
encountered in selecting the right model in thigioe. Figure 3 (to the right) shows the
initial value off111 versus the value df111 upon convergence. It becomes clear from this
figure that in case of adding the complex MLH watiarting values fof11in the interval
[10° 107, these parameter values fade out upon convergeriieh is an indication that the
added complex can be discarded or the trial-madabt accepted. In figure 4 (to the left)
the concentration of all the components and spertieshe defined model ‘sysl’ at
equilibrium over the whole titration area is plakteFigure 4 (to the right) shows the
corresponding concentration curve for the extenchedlel (MLH is added). The starting

value offf111 is taken to be 22, which is the mean value affgimization, starting from an



initial estimation of P11 = 1¢. It can be concluded from this figure that neitliee
concentration of the individual components (M, Ldad) nor the concentration of all
formed complexes has been changed fundamentatlyeirregion under study, so that the
added complex can be discarded on the basis oéristence.

Incomplete models of ‘sysl’
For the sake of clarity, the evaluation of the mieddection procedure for incomplete trial-
models of ‘sysl’ is presented in tabular form (@aBl). The values for U and S upon
convergence are indicated. The data in table 3tilite that the selection of all tested
incomplete models leads to unacceptable resules: iagnitude of U (S) exceeds the
maximal value of 700 (3). Moreover, inspection loé¢ residuals in pH suggests the same
conclusion (figures 5a. and 5b., to the left). Sanwlel selection criteria have been stated
in a previous paper [13]. To our opinion, verifioat of two extra characteristics, which are
the normal character and the independence of tke idathe distribution, is of crucial
importance in selecting the “best” model. Theseaattaristics are examined by means of a
normal probability plot and a plot of the autoctaten of residuals. A linear normal
probability plot points to a symmetric gaussiartribsition, which is shown in figure 5a. (to
the right) for the defined model ‘sysl’ (acceptabbdue of U (S)=372 (2.21)). On the
contrary, for the incomplete model (figure 5bthe right) - the species ML and MlLare
missing — the corresponding normal probability pdatot linear. This is a serious indication
for not accepting the wrong model. In figure 6 (tee left) the autocorrelation of the
residuals is shown for the trial-model ‘sys1’ awd the incomplete model where ML and
ML, are missing (figure 6 to the right). The autoetation plot gives information about the
independence of data: the correlation between tthered row of residuals and itself after a

shift over a certain distance , the "lag”, is exa@d. This “lag” is typical for the structure of



the noise and should be as small as possible hEantomplete model we can conclude that
there are systematic tendencies in the residuglséf6 to the right).
Extended model of ‘sys2’
The data in table 4 show, that despite the fadt dligparameters converge to acceptable
values, the wrong model can be discarded on the b&a huge value of U and S.
Incomplete model of ‘sys2’
An illustration is provided by the results of tledfinement procedure of an incomplete model
of the more complicated and unstable trial-modgd2s the complex Mk is missing (table
5). The increased number of degrees in freedonsyie2’ could be expected to make the
refinement easier. However, this is not the conotus the present analysis. It is seen from
table 5 that the magnitude of U is not too high dediates only a factor 10 in comparison
with the trial-model. Verification of residuals seg to be recommended. In figures 7a. and
7b. the residuals in pH are plotted for the whalation area (80 points) together with their
corresponding normal probability plots. Figure gives evidence for some systematic
trends in the residuals of the incomplete modedeé&d, only in the basic region of the
titration curve the residuals deviate systematic@lthe complex Mk which is normally
detected in the basic region [13] is missing inrtiedel!). The computer calculations cannot
compensate for these effects! This is confirmedabpglot of the autocorrelation length
(figures 8a. and 8b.), which is small in the casthe starting model ‘sys2’ and rather large
for the deviating model.
Figure 9 shows a distribution curve of the trialdab ‘sys2’ (to the left) and the
corresponding curve (to the right) for the inconglenodel where M is missing. It is

illustrated that the concentration curves for theéividual components and the species are



not influenced when a complex is missing in the etodlso on this basis the deviating
model can be discarded.

Combined model of ‘sys2’
Table 6 summarizes the results for the refinememtgulure of a combined model of ‘sys2’
where the complex MLH is missing and ML has been added. Here, some problems arise
in selecting the correct model: all parameters eoye to an acceptable value and the value
of U (S) is realistic! It becomes obvious that tfgecriterion” is not sufficient for model
selection . On the other hand examination of th&ridution curves (figure 10) and
verification of residual plots is absolutely indesable. It becomes clear from figure 10 (to
the right) that the “spurious” complex MH is only present in a minor quantity and does
not influence the concentration curves of the imbiel components and species.
Quantifying accuracy using experimental data of IAg(4-diaminobutane complex
equilibria
Inspection of residuals in A& for the Ag(l)-1,4-diaminobutane model that fitssbeéhe
experimental data (S = 2.33) [13], shows a lineamal probability plot (figure 11) and a
small autocorrelation length (figure 12). This aomk our foregoing conclusions which are
of course stated on the basis of “well-known” madél follows from our experience that in
optimizing real systems, the criterion is the most controversial and least @ocing test

for model selection: a large valueyff (> 12.60 indicates systematic trends in the residuals

[18]) is neglected if the sample standard deviaBaa favourable<3)!
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TABLE 1

Composition and overall formation constaptdog units) characterizing the artificial model
systems ‘sys1’ and ‘sys2’. The initial parametenstoth systems: &= 0.001 molt, C_=
0.005 mol t, Gy = 0.1 mol 1, titrant concentration &y = 0.1 mol . Gy, C_and G;

respectivily being the initial total concentratiohmetal, ligand and proton

‘sysl’ ‘sys2’

complex logp complex logp

ML 8 MLH 12
ML, 14 ML, 6
HL 9 ML 3
H.L 11 HL 10
H,L 17
OH -14

12



TABLE 2

List of the mean value of the minimization functibh(ten titrations), s.e. and the sample

standard deviation S (between brackets). The optnparameter$,, upon convergence,

of an extended model of ‘sys1’ are summarized. ddmplex MLH is added to the system

with the following initial estimations dfi11: 10°, 10°, 10, 1, 10, 10

(19°07)

§0TZ697°6 F g016920°G  L0TTP96'% F (0160007  GOIETHETF (012600  OTT695T F 50THS00T  OT666F T F QOIFE00T  L0TZ889LF 0LLFSTE 10T
(zoo1)

OLL86VTF (080187 UIOSTETF (0TFE00T  QOTEI0ET F (OIBEO0T (OTLLI6T F 40TFH00T  (OTROFOTF OTI900T  OTHB6E6 T (0TLLTCL 40T
(067)

CLBLTF (OTSTETT  GOT009ST F (10100007  gOLLO09T F OIZHO0T o 018640°L T 5;01G100T  (OILOLOT T OT9P00T 82066 T 0180689 40T
(e52)

p-OI888T'C F 7 0TLL9GT  ,OTITI®G F ((0TF200T  cOI8LE9'T F OIHO00T 110148697 F 5i013010T  OTFIL8T F 4010010  2628°1 T L01L868% 01
(1¥7)

p-OT8GST'TF ;0166008 0192000 F 10100007  GOIETFY'S F Q0160007  ({016010°C T 5018800 T 0TI986C T g01E600T  6ISE'S T [0IS65F 0T
(eg9)

LT (OILPS0E  L0T0NELTF [0TFO00'T  OTR06ST F (OTE000T 1016097 F 570181007  0T8S6ETF 0TFI00T ;019066 F OI01E17 401
)

‘28 HE 78 F Ly g F U0y ‘28 F 02l 3¢ F 01y EXE) iy

13



TABLE 3

Results for the optimized overall formation constaaf some incomplete models of the
model system ‘sysl’. The “real” parameter values iadicated between brackets. The U-

statistic and (sample standard deviation S) @@ iaticated

log Bpar log Bpgr U (x10)
Mode initial value optimized valu S (x10)
(convergence)

1) ML 8.17609 (8) 8.45327 5.35
8.23
2) ML 8.17609 (8)  7.77895 2.84
ML, 13.69897 (1« -5.87324 6.03
3) HL 9.17609 (9)  9.11257 2.79
H,L 10.69897 (11 -3.27768 5.98

4) ML, 13.69897 (1¢ 13.60352 0.083
HL 9.17609 (9)  7.27167 1.04

H,L 10.69897 (11 10.47695

5) ML 8.17609 (8)  7.56829 0.035

HL 9.17609 (9)  7.27180 0.68

HoL  10.69897 (11 10.32212

14



TABLE 4

Results of the optimisation procedure of an extdndedel of ‘sys2’ - the complex MH has

been added . The “real” parameter values are iteticdaetween brackets. The U and (S)-
statistics are also mentioned

Mode log Bpqr log Bpgr Ux10" (Sx10)
starting value optimized valu upon convergen:
MLH 12.17609 (12) 12.17615 8.28 (1.07)
ML,  5.77085 (6) 5.77084
ML  3.17609 (3) 3.17612

HL  9.69897 (10) 9.69900
HL 17.15299 (17) 17.15226
OH -14.22915 (14) -14.22914

ML,H  5.17609 7.95654

15



TABLE 5

Results of the refinement procedure of an incorepteddel of ‘sys2’ — Mk is missing. The

“real” parameter values are between brackets. d-Sarstatistics are also mentioned

Mode |Og qur |Og qur UX103 (S)
initial value  optimized valu upon convergen
MLH 12.17609 (12) 11.98612 6.09 (9.01)
ML 3.17609 (3) 2.65716

HL  9.69897 (10) 9.80500
H.L 17.15299 (17)  16.82029
OH -14.22915 (-14) -14.09657

16



TABLE 6

List of optimized constants and U (S)-statisticth@ incomplete model of ‘sys2 — the
complex MLH is missing and MIH has been added to the model. The “real” parameter
values are between brackets.

model log Bpgr log Bpgr U x 10°(S)
initial value  optimized valu upon convergen
ML,  5.77085 (6) 6.03878 1.64 (1.49)
ML 3.17609 (3) 1.76893

HL  9.69897 (10) 10.02018
H,L 17.15229 (17)  16.98589
OH -14.22915 (14  -13.99346

ML,H  5.17609 15.12163

17
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Figure 2b.
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Figure 3
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residueien in pH

Figure 5b.
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Figure 6
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Figure 7a.

x10?

a0’

-1

———
p——
e
——=mITTOT
T I T T e
e
U

r——

residuals pl

70 80

80

number titration point

10

27



Figure 7b.

T T T T T T l 1 1 1 I T LI i l
M .+
§ !
N
‘ i
i \\ {-1
/ i |
i ! i
A\ "' \ B
A Yt 'l ! i
N t i g
SN L i
T R U
{
b \ l :
residuals pl
T WE
‘l | \ /
| (W
|
L
¥
1 L | | \ 1 L | i L | 1 L L 1
T 004 003 00 S0 0 00 082 00 oM
Data

number titration poit

28



Figure 8a.
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Figure 12
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List of descriptive legends of figures

Figure la.: Meaifto11 (left) and mearoi2 (‘sysl’) (right) as a function of, the magnitude
of error in pH (log units). The number of titrat®is ten. Error bars equal the standard error

onB. The horizontal line represents the “re@ltable 1).

Figure 1b.: Meaf111 (left) and meari120(‘sys2’) (right) as a function aof, the magnitude
of error in pH (log units). The number of titrat®is ten. Error bars equal the standard error

onB. The horizontal line represents the “re@ltable 1).

Figure 2a.: S.e. on medhi1 (left) and s.e. on meafpi1> (right) versuss (‘sysl’). The

number of Monte Carlo cycles is ten.

Figure 2b.: S.e. on medhi; (left) and s.e. on meapizo (right) versuss (‘sys2’). The

number of Monte Carlo cycles is ten.

Figure 3: Curve of the initial estimation pf11 (left), added to the trial-model, as a function
of the minimisation function U (upon convergendgirve of the initial estimation dfi11
versus the optimized value ofi1:1 (right) upon convergence. The number of simulated

experiments is ten.

Figure 4: Concentration curve at equilibrium of tingividual components and all the
species in the trial-model ‘sysl’ (left). Corresdong concentration curve but MLH3 {11

=22) is added to the trial-model (right).
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Figure 5a.:pH residual plot versus titration pdleft) and corresponding normal probability

plot for the defined model ‘sys1’ (right).

Figure 5b.. pH residual plot versus titration poigeft) and corresponding normal

probability plot for the deviating model of ‘sysML and ML, are missing (right).

Figure 6. Autocorrelation plot of pH residuals ihet starting model ‘sysl’(left) and

corresponding plot for the deviating model of ‘sysML and ML, are missing.

Figure 7a.: pH residual plot versus titration pdlaft) and corresponding normal probability

plot for the trial-model ‘sys2’(right).

Figure 7b.. pH residual plot versus titration poifeft) and corresponding normal

probability plot for the deviating model of ‘sys2AL, is missing (right).

Figure 8a.: Autocorrelation plot of the residuals the starting model ‘sys2’.

Figure 8b.: Autocorrelation plot of the residuads the deviating model of ‘sys2’- MLs

missing.

Figure 9: Concentration curve for the individuahymnents and all species in the starting

model ‘sys2’(left). Corresponding curve for the mbavhere the complex MLis missing

(right).
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Figure 10: Concentration curve for the individuahgponents and all species in the starting
model ‘sys2’(left). Corresponding curve for the mbdhere the complex MLH is missing

and MLzH (B121 = 1.5 16) has been added to the starting model (right).

Figure 11: &y residual plot over the whole titration area fdr &a4/ C_ ratios (left) and

corresponding normal probability plot for the expental system Ag(l)-1,4-diaminobutane

(right).

Figure 12: Autocorrelation plot of thexf residuals for the experimental system Ag(l)-1,4-

diaminobutane.
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