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Abstract 

Relevance feedback is a process whereby a user examines the  
documents selected by a retrieval system and provides feedback t o  the  
system as  t o  their relevance. Such a feedback can then be used t o  
formulate  an optimal query with respect t o  the  current  infwmation 
need of the  user. This process of query (re)formulation can be based 
on probabilistic concepts, where Bayesian decision theory provides the  
framework for  a decision rule, or ideas which instead employ 
deterministic strategies. The former  class of techniques are limited by 
the  fac t  tha t  (strong) assumptions have t o  be made concerning the  
nature of the  conditional orobabilitv densitv functions characterizinn the  
data. In contrast,  deterministic techniques, which do  not require any 
explicit assumptions about the  distribution of the  various descriptor 
vaiues, can b e  adopted. Such methods would have t h e  advantages of 
being %on-parametric" and robust (useful in a wide variety of 
contexts). A d a s s  of deterministic techniques has been advocated by 
Salton and the  SMART project group at Cornell. However, tha t  
approach d w s  not obtain a new q w r y  t h a t  can be claimed t o  be 
optlmal in a certain sense. In this work, a deterministic method t h a t  
obtains an optimal query according t o  a prescribed criterion is 
advanced. Furthermore, i t  will be demonstrated t h a t  such methods a r e  
applicable not only when there  a r e  two classes of relevance (relevant 
and non-relevant) but also when t h e  feedback distinguishes documents 
according t o  several degrees of relevance. 

I. INTRODUCTION 

Information retrieval (IR) systems a r e  designed t o  provide references t o  
documents t h a t  would contain t h e  information desired by t h e  user. A document 
in a collection (data base) is defined a s  relevant or non-relevant t o  a given user 
query depending on whether or not the  document is judged by the  user t o  have 
the  desired information. Thus, in order t o  contend with the  problem of 
distinguishing the  relevant documents from t h e  non-relevant ones, i t  i s  necessary 
t o  adopt methods tha t  faci l i ta te  the  ranking of documents in t h e  order of their 
potential relevance. 
Several kinds of mcdels have been proposed in t h e  l i tera ture  for  this purpose. 
The most popular among these, particularly in research investigations, is the  
Vector Space Model (VSM). A number of investigations, which demonstrate tha t  
t h e  VSM is effect ive  in ranking documents according t o  their estimated 
relevance, have been reported [ll-131. Other advantages of this model a r e  tha t  
i t  is conceptually simple and computationally efficient. Furthermore, i t  has been 
possible t o  character ize  and investigate, in a natural way. processes such as 
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relevance feedback [1,10,11,18,20], document-space modification [12,13], and 
discriminant value analysis (12,131, which play a crucial role in t h e  overall 
search and retrieval scheme. 
Among these, t h e  process of relevance feedback is  of particular importance. I t  
is important due t o  the inherent difficulties associated with t h e  representation of 
t h e  content of a document and t h e  inability of formal query languages t o  
adequately represent user needs. In such an environment, in addition t o  the 
basic retrieval facilities, i t  i s  necessary t o  also provide mechanisms by which t h e  
system can adaptively Learn t h e  concept of relevance vis-a-vis a particular user 
need. The process is referred t o  a s  relevance feedback since i t  requires the 
user t o  give a judgement a s  relevant or non-relevant t o  each retrieved document 
and this relevance information is used t o  determine how further searching will 
proceed. 
Earlier work on relevance feedback may be  broken down into two categories : 
The f i rs t  is  t h e  class of techniques that  may be deemed deterministic. This 
approach was initially advocated by Salton and his co-workers and several 
variations of this have been implemented and tested within t h e  SMART retrieval 
system [10,11]. The main idea here is  tha t  t h e  query vector is  modified by 
using vectors corresponding t o  relevant (non-relevant) documents t o  enhance 
(diminish) the importance of the query terms that  a r e  prevalent in relevant 
(non-relevant) documents. The other d a s s  of techniques, in contrast,  are  based 
on probabilistic principles. More precisely, given t h e  relevance information with 
respect t o  a s e t  of documents, a representation of t h e  query that,  in some 
sense, best diitinguishes t h e  relevant items from t h e  non-relevant ones is  sought. 
[4,8,9,15-17,191. 
The probabilistic techniques have t h e  limitation tha t  rather strong assumptions 
concerning t h e  nature of t h e  conditional probability density functions that  
characterize the distribution of terms a re  needed. In addition, t h e  quantity of 
relevance information available is often s o  smal tha t  one faces  many practical 
difficulties in estimating t h e  necessary parameters. In contrast,  the  deterministic 
techniques proposed in t h e  l i terat  r e  do not require such explicit assumptions 
about t e rm characteristics. However, they have mainly been justified on intuitive 
grounds and can not be claimed t o  be optimal according t o  some criterion. 
In this work, we advance a deterministic approach that  aims t o  exhibit a t  least 
some positive characteristics of both classes of techniques mentioned above. On 
t h e  one hand, t h e  assumption needed a re  expected t o  be weaker than those of 
t h e  probabilistic approach and, on t h e  other hand, it will be possible t o  prescribe 
optimization criterion according t o  which the new query, based on relevance 
information, can be deemed t h e  best. 
The ideas in this paper a re  best understood within the general framework of the 
VSM. Consequently, in t h e  next section, t h e  basic notions pertaining to t h e  use 
of the vector space model in IR are reviewed. Then, in section 3, t h e  proposed 
approach is  developed and illustrated. In section 4, our proposal is  compared 
with existing methods for effecting relevance feedback and some preliminary 
experimental observations a re  presented. The final section summarizes this work 
and identifies an important direction fo r  future research. 

2. THE GENERAL VSM FRAMEWORK 

We discuss t h e  details of the vector space model without being concerned, a t  
first, about t h e  restrictions of what is  given in the actual d a t a  and how they 
are interpreted. The basic premise of the VSM is  tha t  t h e  various 1R objects 
a r e  imagined a s  elements of a vector space. Let  t l ,  t2 ,  ....:, tn be the terms 
used in order t o  obtain a description of t h e  documents in a collection. 
Corresponding t o  each term,  ti ,  suppose there  e x i s 9  a vector f i  in t h e  space. 
Without loss of generality, i t  is assumed tha t  t h e  $3, a r e  vectors of unit length. 
Since we do not wish t o  impose any restrictive assumptions, we consider the t i t s  
a s  being the generating s e t  of the subspace of interest. That is, any IR object 
of interest is a 
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+ + 
iinear combination of t h e  ti 's ,  but the  ti 's  do  not necessarily constitute t h e  s e t  
of basis,vectors. In particular, Let the  documents d l ,  d2, ......, dp be given by 
vectors d, = (a a 1, a a 2, ......., a ,  .), for  I G a G p. 
Then, we have 

n 

+ + 
where aa3 is  known qs  the  component of d , along ti ,  I < a  G p and I 4 i 4 n. 
Mathemat~cally, the  d, ' s  a r e  still not uniquely defined unless we specify either 
an e x ~ i i c i t  rewesentation of t h e  t e rm vectors or how the  6 ' s  a r e  "related". In 
this ionnectidn, we need t o  introduce t e  concepts of linear dependence and 
scalar product. * + 
Definition 2.1 A se t  of vectors i v l ,  ....., v b l  is linearlv d e ~ e n d e n t  if there  exist  

~ .- . ..- . . 
scalars c i ,  c2,  ......., ck, not ail  zero, such t h a t  

Definitiq? $2 Given a vector space V, the  scalar product, . , between any two 
vectors u, v t V is a mapping 

tha t  satisfies certain axioms t6] .  In particular 
+ + + + 

U.V = I U I  I V I  c o s e .  
+ + + + 

where I u l and I v l  a r e  the  lengths of t h e  vectors u and v and 6 is  t h e  angle 
between them, satisfies t h e  necessary axioms and hence, is  a scalar product. 
In order t o  c i rcupvent  the  need fo r  explicitly defining the  tTs ,  the  scalar 
product between ti and $, I G i,j G n, may be assumed t o  be known. Le t  
these values be j e p r e ~ e n t e d  a s  a symmetric,  n X n matrix,  Gt, where the  (i,j)th 
e lement  equals ti . tj. By eqn. (2) and the  f a c t  t h a t  the  term vectors a r e  
specified t o  be of unit length, these  elements can b e  written as 

+ 
t i  . Tj = cose,  (3) 

+ + 
where e is t h e  angle bet,ween t i  +and ti.. 
If the  sef of vectors {ti ,  ......, t ) is lmearly dependent, then t h e  representation 
of the  da8s,  according t o  eqn. (fi, is not unique since certain t e rm vectors can  
be replaced by a linear combination of other t e rm vectors. In contrast,  the  se t  
of term vectors being linearly independent implies t h a t  t h e  term vectors together 
form a basis for  the  vector +spafe a n g  t h a t  the  representation in eqn. (1) is 
unique. Furthermore the  s e t  (tl,tZ, ...., tn), is linearly independent if and only if 
Gt+is+ "on-singular 161.  If every pair of vectors {ti,tj>, for i 4 j, in the  s e t  
{tl,t2, .... t;) is orthogonal, then Gt is  an identity matrix. Since i n  this special 
case  Gt is non-singular, t h e  se t  of term vectors is  linearly independent. Note, 
however, t h a t  the  s e t  of term vectors being linearly independent only implies 
tha t  Gt  is non-singular, not t h a t  Gt = I. 
Given t h e  concepts above, we can immediately define, for  retrieval purposes, the  
computation of similarity between a document and a query. L e t  q = (ql,q2, 
...,q ,) b e  the  representation of the  query, More precisely, if qi is t h e  
component of the  query q along term vector ti, then the  query vector is 

n + + 
q = z qiti (4) 

i =  1 



From eqn. (1) and (4), we can  define t h e  scalar product between +q and du a s  
+ n n + + 
d,.q = E x aaiqjti.tj (5) 

i-1 j=l 

writing this in the  form of matrix equation, we obtain 

where aai  is tbe+e&epent in o y  i and column a of matrix A ' ,  t h e  transpose of 
A, and Rq = (dl.q,d*.q, ....., &q). Thus, eqn. (6) represents the  computation 
c o r r e s p o n d y g  t o  the+retrieval functlon regardless of whether t h e  set of t e rm 
vectors itl,t?, ....., tn) is +a basis. Another point t o  note is that ,  in order t o  
compute Rq, in addition t o  q, A and Gt must also be known. 

2.1. The Standard Vector Space Model 

The general framework just described implies tha t  t h e  environment is  such t h a t  
documents a r e  represented by terms. That is, if a vector can  b e  associated 
with each  term,  then any document is  given a s  a linear combination of t h e  term 
vectors. A subtle difficulty here is t h a t  the re  is no specification a s  t o  how 
one, at t h e  outset, arrives at t e rm vectors. This difficulty is, however, not so  
serious for  purposes of IR modeling, since our main interest is in carrying out 
t h e  computation specified in eqn. (5). More specifically, i t  is sufficient t o  know 
me, wientat ion of t h e  t e rm vectors relative t o  each other,  a s  given by t h e  
t,.ti's. In essence, any explicit representation of a vector may be seen a s  
ik iden ta l .  
The nexf issue, a s  far  a s  the  realization of t h e  VSM is concerned, is t h e  
mapping of values known in the  physical problem t o  t h e  model components 
identified in eqn. (5). In Raghavan and Wong [71, this aspect  is referred t o  a s  
t h e  problem of interpretation. Before addressing this issue, l e t  us look a t  what 
is typically assumed given. 
It is common in IR t o  describe t h e  content of each document by means of 
keywords o r  index terms. These are usually derived from t h e  t e x t  o r  some 
surrogate (e.g. abstract) through a process known a s  indexing. In addition t o  t h e  
selection of terms t o  represent documents, i t  is common also t o  associate 
weights t h a t  reflect t h e  importance of each  term a s  an indicator of content of 
t h e  documents t o  which i t  is assigned. This aspect  is t h e  focus of research 
activities dealing with term weighting w term weight assignment. The result of 
these  processing stages is a document-by-term matrix, W, where t h e  (a,i)th 
element w , i  of t h e  matrix corresponds t o  t h e  importance of term i in 
document o , for  I C i C n and I G a c p. Similarly, for  a query q, the  
weights of different query t e rms  can b e  determined depending on their ability t o  
character ize  the  user need. 
Given this, i t  is necessary t o  develop approaches t h a t  faci l i ta te  t h e  ranking of 
documents in t h e  order of their estimated usefulness relative t o  a specific user 
need. The most common implementation of t h e  VSM, referred t o  here a s  the  
standard VSM, involves : + 

(a) t h e  correspondence of t h e  ith index term t o  a vector ti, I 6 i C n, and 
t h e  specification tha t  any element  of t h e  vector space can be expressed 
a s  a linear combination of the  t e rm vectors. Specifically, documents and 
queries can b e  represented a s  vectors in this space; 

(b) the  interpretation of w u i a s  the  component of the  vector corresponding 
t o  document o along ith term vector. Thus, any document is expressed 
a s  a linear combination of the  term vectors; 

(c) the  assumption yIqt term vectors a r e  pairwise orthogonal. That is, the  
scalar product, ti:tj, of any two (normalized) t e rm vectors equals I if i = 
i and is 0 otherwise. 
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Applying these conditions t o  eqs. (I), (4) and (5),  we obtain 

i = l  

and 

fo r  I h i  h n and I h u h p, and 

where the  desired similarity is dependent on ti.tj, i h i,j h n. By point (c) 
above, eqn. (3) reduces t o  

+ +  n 
d , q =  I: w . i q i .  (10) 

i =  1 

F y t h y m o r e  the  restriction in point (c) implies t h a t  t h e  s e t  of term vectors 
{tl,f2? ....., t;} forms a basis for  the  vector space of interest. Under t h e  
c o n d ~ t ~ o n s  assumed, i t  i s  easily seen tha t  only w , i's and qi's for  I h i h n 
ahd I h o < p, need k specified. 

3. THE PROPOSED FORMULATION FOR RELEVANCE FEEDBACK 

The general VSM framework depicted by eqs. (1)-(6) assumes t h a t  the  query and 
t h e  document components along the  t e rm vectors a s  well a s  t h e  scalar product 
between terms a r e  given. Then the  computation in eqn. (6) is performed t o  
obtain Rq, which is the  scalar product of the  query and the  various documents. 
In other words, the  L.H.S. of tha t  matrix equation is the  only u n h o w n  quantity. 
But this is not t h e  only way in which t o  exploit eqn. (6). Depending on t h e  
specification of what is assumed given and certain circumstantial factors,  other 
uses of eqn. (6) will also b e  valid. In t h e  remainder of this section, a specific 
se t  of conditions under which eqn. (6) leads t o  t h e  modeling of relevance 
feedback a r e  identified and discussed. 
For our formulation, the  mcdeling process follows t h e  same steps a s  t h a t  used t o  
obtain eqn. (6). The point of departure is in t h e  operational aspects of tha t  
equation. More specifically, instead of Rq k i n g  the  ynknown, i t  is assumed t o  
be specified via feedback and t h e  components of q = (ql,q2, ..., qn) a r e  
considered t o  be t h e  unhowns.  Consider, again, eqn. (6) given a s  

+ 
R - qCtA1 . q - 

Rewriting t h e  equation so  t h a t  Rq  and q appear a s  column vectors, we obtain 

(11) 

If the  product of t h e  matrices A and Gt  is denoted a s  P, then eqn. (11) 
becomes 



Pq' = R d ,  (12) 
+ 

where q is assumed t o  be the  unknown. As a n  aside, i t  i s  w a t h  re@l+ing from 
Raghavan and W2ng [7] t h a t + t h e  (i,j)th element of P, which is di.tj, is the  
projection 4 on t j ,  since t h e  t. 's a r e  unit vectors. 
In order t o  demonstrate t h a t  i h e  framework above can be adopted fo r  relevance 
feedback, several issues have t o  be addressed. First ,  l e t  us consider t h e  R.H.S. 
of eqn. (12). Since this information must be known in advance, i t  is important 
t o  specify t h e  kind of feedback t h a t  t h e  user is  expected t o  provide. In t h e  
introduction t o  this paper, i t  i s  presumed t h a t  in the  mind of t h e  user (vis-a-vis 
a particular need) the re  exists a dichotomy t h a t  divides t h e  collection of 
documents at hand into  relevant and non-relevant sets. Thus, Rq  may be a 
vector of 1's and O's, indicating t h e  relevance or otherwise of documents. while 
this is perhaps the  easier thing t o  do from t h e  user point of view, for  technical 
reasons concerning how one might solve for  qi's, i t  may b e  preferable t o  have 
users specify finer distinctions (more degrees of relevance). In any case, a t  t h e  
conceptual level, i t  seems t h a t  t h e  general case  is more appropriate. 
Bookstein and Cooper [3] ,  in developing a general model of IR systems, suggest 
t h a t  the  function of a retrieval system can b e  seen t o  be one of defining a 
weak ordering, with respect t o  a request, of the  collection of documents. 
Specifically, the  retrieval mechanism is modeled a s  a function tha t  defines a 
mapping from the  se t  of documents t o  a se t  of retrieval s ta tus  values (set of 
values defining the  degrees t o  which a document may be predicted t o  be 
relevant t o  the  request). Thus, the  document collection is in essence partitioned 
into  a number of subsets and those subsets a r e  ordered relative t o  each  other. 
In a recent paper, Bollman and Wong 121 consider t h e  retrieval problem from a 
measurement theoret ic  view point. The user's judgement is  corresponded t o  a 
preference relation and t h e  retrieval function modeling the  retrieval mechanism 
of t h e  system is t reated a s  a measure t h a t  correctly ref lects  t h e  preference 
relation. 
In view of t h e  discussion above, i t  is expected t h a t  t h e  R.H.S. of eqn. (12) will, 
in f ac t ,  be t h e  specification by the  user of h+is/her preference relation. Then, 
the  process, of solving for  the  components of q, will correspond t o  t h e  discovery 
(learning) of t h e  retrieval function t h a t  adequately ref lects  t h e  preference 
relation. Naturally, a special case  of such a preference relation is one where the  
user has only t w o  levels : relevant and non-relevant. Since t h e  retrieval s ta tus  
values defined via t h e  scalar product of document and query vectors may have a 
dif ferent  number of levels (or degrees) compared t o  t h e  number of grades in the  
preference relation, t h e  solution of the  computation problem obtained may not be 
uniquely defined. If both t h e  number of distinct retrieval function values and 
the  number of grades of t h e  preference relation have a n  exac t  correspondence, 
the  computational problem can b e  seen a s  one of solving a system of linear 
equations. Otherwise, on the  basis of Rq  and P, a number of equations and 
inequalities can  be formulated and a solution t o  such a system will b e  required. 
A second issue tha t  arises in this framework is due t o  the  f a c t  tha t  t h e  system 
of equation/inequalities t o  be solved can have many feasible solutions. 
Consequently, i t  would be advisable t o  provide some criterion by which some 
feasible solutions a r e  deemed bet ter  than others. When this aspect  is taken into 
account, the  problem of finding the  q f s  will become one of the  mathematical 
programming involving the  optimization of a function subject t o  certain 
constraints 151. 
It is worth nothing, however, t h a t  depending on t h e  nature of Rq  and t h e  way in 
which the  criterion function, mentioned above, is specified, several different 
classes of optimization problems will result. The algorithms t o  solve those 
problems may correspondingly vary considerably. 
A final issue of interest pertains t o  the  amount of relevance information 
available. Clearly, this amount is directly related t o  t h e  number of documents 
examined by the  user. Whereas eqs. (11)-(12) imply tha t  Rq  is known relative t o  
the  whole collection, such a situation may not be assumed t o  hold in practice. 
Consequently, the  number of constraints derived will be determined by the  
preference ordering provided with respect t o  the  s e t  of retrieved documents. 
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Notationally, l e t  us s t a r t  with eqn. (11) and make the  standard interpretation 
tha t  W = A. Then we  obtain 

Rql = WGtq'. 

Furthermore, if @ i s  imagined to  correspond to  documents examined by the  user 
prior t o  certain iteration (say, k) of t h e  relevance feedback process and R 4  the  
corresponding feedback obtained, then we desire the  "best" query, qk, t o  be used 
in t h e  next iteration. This situation may be expressed a s  

@ ~ ~ ( ~ k ) ~  = R ~ I .  (13) 

Clearly, the  number of rows of @ (corresponding t o  the  number of documents 
examined) and the  manner in which R ' i s  specified will d ic ta te  the  number of 
linear inequalities and/or equations. aepending on t h e  specifics, the re  may o r  
may not exist a solution for  qk. When a solution does not exist, i t  means that  
a linear or second order decision boundary t h a t  correctly distinguishes the  
relevant from t h e  non-relevant i tems can not be found. Here, again, a suitable 
criterion function tha t  characterizes the  error associated with a decision boundary 
can  be provided and this function may b e  optimized. 
Next, a simple example is provided t o  illustrate t h e  main aspects  of the  
proposed framework : 
Example 3.1 
For the  sake of simplicity, we assume tha t  a special case  of the  context 
represented by eqn. (13) holds. That is, Gt = I. In addition, l e t  w,i be either 
I o r  0 depending on whether o r  not the  document da  is represented by term ti. 
For the  example, we have contrived a situation where a linear decision boundary, 
tha t  perfectly separates the  relevant documents from the  non relevant ones, 
exists. Consequently, a criterion function is not introduced. Suppose tha t  the  
documenp already examined by t h e  user at some point a r e  represented by the  
matrix W,  below : 

t l  t 2  t 3  t4 
dl  -1 1 0  0 

- d3  I 0  I I W = 
d4 0 1 0 0  

d5 0 0 1 0  

d6 1 0 1 0  

Naturally, i t  is implied tha t  the  se t  of index terms used is itl,t2,t3,t4}. 
Furthermore, Let t h e  feedback from t h e  user be t h a t  d l  and d2  are relevant and 
t h e  rest a r e  not. Then, plugging into eqn. [la), we obtain 

where qk = ( q l , q ~ , q ~ , ~ ~ )  is t h e  unknown. Since i t  is only necessary t o  ensure 
t h a t  d l  and d2  a r e  ranked higher than d,, 3 < a 6, i t  is sufficient t o  derive 
certain inequalities tha t  achieve the  desired result. It can  be shown t h a t  only 
t h e  following inequalities mat ter  : 



226 

(i) 

(ii) 

(iii) 

(iv) 

(v) 

d l  . qk > d g .  qk 

d l  . qk > d l , .  qk 

d l  . qk > d 3 .  qk 

d2  . qk > d4 . qk 

d2  . qk > dg . qk 

Inequalities (iii) - (v) can be combined t o  give 

A particular solution fo r  qk satisfying the  above is qk = (1,1,0,0), and the  
resulting rank values for  documents {dl,d2, ..., dg) are ,  respectively, 
i 2 , 2 , l , l r ~ J ~ .  

4. DISCUSSION 

4.1 Comparison t o  earlier work 

A well known a p  roach for relevance feedback is  t h e  one due t o  Salton and his 
co-workers [10 ,11~ .  The main idea here  is tha t  t h e  original query is modified 
on the  basis of relevance information. More specifically, the  equation 

Q' = Q + a  Z r - 8  X si (14) 
rieR s.EI 

I 

defines t h e  computational process, where Q, ri  and si are  vectors corresponding 
respectively t o  t h e  original query, t h e  ith relevant and retrieved document, and 
the  ith non-relevant and retrieved document. The constants and are  
parameters t o  b e  determined empirically. Thus, t h e  new query is defined as  a 
linear combination of the  vectors corresponding t o  the  original query a s  well a s  
t h e  relevant and non-relevant documents retrieved. Intuitively, t h e  weights of 
t e rms  t h a t  mainly appear in relevant documents will be enhanced in the  new 
query and, similarly, t h e  weights of t e rms  mainly occurring in non-relevant 
documents will be diminished. I t  is expected tha t  t h e  new query will be closer 
t o  relevant documents retrieved and far ther  away from t h e  non-relevant and 
retrieved. As a result, t h e  chances of retrieving additional relevant i tems should 
be enhanced. 
More recently, another class of relevance feedback techniques have been 
advanced. These a r e  based on probabilistic principles; in particular, Bayesian 
decision theory. In these  cases, the  s t ra tegy is one of constructing an optimal 
query ra ther  than tha t  of query modification. The optimality criterion is, for  
example, minimization of the  average probability of error. A fundamental aspect 
of these  approaches is tha t  the  nature of the  class-conditional density functions 
a r e  assumed h o w n .  The computational process is one of precisely characterizing 
these density function via parameter estimation. A decision criterion, for  
distinguishing between relevant and non-relevant documents, is then expressed 
in t e rms  of these  parameters. For example, assuming t h a t  each document d = 
(dl,d2, ..., dn) is a binary vector (i.e. di = I or 0 depending on whether i t  is 
indexed by the  ith term) and t h a t  the  assignment of any t e rm is independent of 
any other term being assigned, separately, within t h e  class of relevant and within 
t h e  class of non-relevant documents, i t  has  been shown t h a t  an optimal ordering 
can be provided by computing 
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where wi = log Pi (I-qi) . The pi's and qi's a r e  parameters chxac te r i z ing  the  
z7GT 

density functions : 

In this context,  the  optimal query may be presented by the  vector 
Q = (wl,w2, ..., wn). 
The proposed formulation is different from the  query modification technique, 
given by eqn. (14), in the  sense tha t  our aim is  t o  find a n  optimal query 
according t o  a chosen criterion. That is, we will have a formal  specification of 
exactlv the  sense in which t h e  eenerated auerv is eood. When comoared t o  the  
probadilistic approaches, t h e  m e t h k  i a s  tKe advantage that' assumptions 
concerning conditional density functions a r e  not necessary. Furthermore, not 
having to  make assumptions is important in the  sense tha t  there  is  no need t o  
worry about which assumptions a r e  realistic and which a r e  not. Since parameter 
estimation is avoided, other  problems such as  those caused by sizes of samples 
being too small a r e  not a s  severe. 
Another difference, which is more or less a direct  consequence of the  lack of 
assumptions is tha t  t h e  results will be applicable t o  a broader class of problem 
instances (21. On the  negative side, however, i t  appears t h a t  t h e  gains a r e  
made a t  the  expense of having t o  use more costly algorithms. 

Q.2 Progress on algorithm development 

As indicated, a n  important direction for research concerns the  precise formulation 
of the  relevance feedback process a s  a n  optimization problem. Concurrently, i t  
is necessary t o  ensure that  efficient algorithms a r e  available t o  solve the  
resulting problem. A particular question of interest in this context is whether 
the  algorithm is incremental. More precisely, considering eqn. (13) given by 

we would prefer a strateny tha t  obtains qk incremently from qk-I, rather than -. 
from scratc'h. 
Some preliminary investigation has been carried out  in this direction. For this 
purpose, t h e  algorithm proposed by Hooke and Jeeves  [14] was adopted. As a 
convenient starting point, i t  was assumed that  Rq can  b e  specified precisely. 
Thus, one linear equation resulted from each query-document pair. Our 
experiments indicated t h a t  when fewer  equations than t h e  number of unknowns 
were involved, qk could still be computed. Furthermore, a s  the  number of 
equations increased, the  solutions became closer t o  the  correct  one (the exact  
solution tha t  would result if the  number of unknowns equaled the  number of 
equations). The f a c t  tha t  this algorithm is efficient and incremental suggests 
t h a t  our proposal has promise. Since Rq  can not be precisely known, via 
feedback, an algorithm such a s  tha t  by Hooke and Jeeves  t o  be modified to  deal 
with inequalities. This aspect  is currently under investigation. 



5. CONCLUSIONS 

Relevance feedback is  a process whereby a user provides a judgement a s  either 
relevant or non-relevant with respect t o  each retrieved document and this 
information is used by t h e  system t o  determine how further searching should 
proceed. A novel approach, based on the  vector space model, for  accomplishing 
this task is proposed. I t  is shown t h a t  t h e  proposed scheme has  advantages over 
both probabilistic and deterministic techniques tha t  a r e  currently known. Future 
work is planned in the  direction of designing efficient algorithms fo r  the  
optimization problems t h a t  arise in this context. 
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