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Abstract 

In recent years, a number of theoretical information retrieval models 
have been developed, including t h e  vector space model, the  Boolean 
logic model, and t h e  probabilistic retrieval model. Each of these  models 
exhibits advantages and disadvantages both from the  conceptual and the  
practical viewpoints. some of t h e  strengths and weaknesses of these 
models a r e  described and various relationships between them are  
examined. None of the  available models is fully adequate in 
representing t h e  characteristics of retrieval systems and operations. 

I. THE VECTOR SPACE MODEL 

In the  vector space model, the  assumption is made t h a t  the  stored records 
(documents) and the  information requests a r e  represented by se t s  of assigned 
keywords o r  index terms; 11-41. This implies t h a t  queries and documents can be 
modelled by t e rm vectors of the  form 

D. = (a. , a. ,... a . )  
1 '1 '2 It 

where t is the  number of distinct index t e rms  available in t h e  system, and a .  
'k and qjk represent the  values of t e rm k in document Di o r  query Qi ,  respectively. 

... 
Typically a. or (q. ) might be s e t  equal t o  I when t e rm k appear; in document 

'b 11, - n 

D; (or in query Qi), and t o  0 if t h e  term is absent from the  vector. 

Alternatively, the  vector coefficients could t ake  on numerical values, the  size of 
each coefficient depending on the  importance of the  term in the  respective 
document o r  query. 
The vector space model is known t o  be advantageous fo r  a variety of reasons: 

a)The similarity between t e rm vectors is easily computed, based on t h e  similarities 
between the  t e rm assignments t o  the  corresponding vectors. Similarity coefficients 
can then be generated between queries and documents fo r  information retrieval, 
or between different document vectors for document clustering purposes. 

b)When t h e  documents a r e  arranged in decreasing order of query document similarity, 
a ranking of the  documents becomes available, and documents can  be retrieved in 
decreasing order of query-document similarity. A document ranking feature  
improves t h e  interaction between users and system during t h e  retrieval process. 

c ) h  the  vector system, t h e  document vectors a r e  easily modified e i ther  by addition 
of new te rms  and removal of old terms, or by suitable alterations in the  term 
weights. This vector modification process is especially useful in query vector 



manipulations of t h e  kind used for relevance feedback, and in dynamic collection 
management. ['+I 
The main disadvantages of the  vector processing system rela te  t o  the  f a c t  tha t  
t h e  representation of document or query content  by vectors of t e rms  is relatively 
crude, and tha t  t h e  model does not account for  many of t h e  parameters  needed 
t o  control the  system. A trade-off thus exists between the  flexible term 
weighting and vector modification possibilities on t h e  one hand, and t h e  system 
limitations imposed by the  lack of term relationships, and the  ad hoc choice of 
vector similarity and term weighting coefficients. 
The use of term weights is known t o  furnish a high order of retrieval 
effectiveness. Three t e rm weighting components a r e  of main interest: 

a)A factor  t h a t  measures the  importance of a term in a complete collection of 
i tems known as the  inverse document frequency (idf) factor ;  the  idf factor  
varies inversely with the number of documents n t o  which a term is assigned, 
and might be computed as  log N:n when N is the  collection size. 

b)A factor  t h a t  measures the  importance of a term in an individual document 
known as  the  t e rm frequency (tf)  factor;  the  t f  factor  could be represented by 
the  number of occurrences of a term in a document. 

c)A normalization factor  tha t  reduces the  possible term weights t o  a particular 
range. 

A typical t e rm weighting measure wd for  t e rm d in document D might thus be 

N 2 
]'I2 where the  sum in the  specified a s  (tfd" log ; )If Z (tf Yog - 

d k=l  dk n 
dk 

denominator ranges over all terms in a vector. A typical similarity measure 
between a query and document could be computed as  the  inner product between 
t h e  corresponding normalized t e rm vectors, tha t  is  



On the Relatiomhip between Theoretical Retrieval Models 265 

t 
sim (D,Q) = Z . w .  

k = l  Wdk qk 
The foregoing query-document t e rm weighting and comparison methods have been 
used in the  design of i tera t ive  retrieval systems where the  results of previous 
retrieval operations a r e  used t o  generate improved queries through addition of 
t e rms  obtained from t h e  relevant i tems previously retrieved, and deletion of terms 
obtained from the  corresponding nonrelevant items. A typical relevance feedback 
s t ep  produces a new query formulation Q' from an original query Q as follows 

Q ' = Q +  a Z D i - 8  Z D. . 
Relevant Non-Relevant 

Here a and '6 a r e  suitable constants and t h e  summations range over a se t  of 
previously retrieved relevant and non-relevant i tems, respectively. The feedback 
equation, like the  earlier t e rm weighting formulas, i s  known t o  b e  effect ive  in 
practice, but i t  i s  not obtained by any accepted formal considerations. 
Even though t h e  retrieval results obtainable with a simple vector processing model 
a r e  hard to equal by using other apparently more sophisticated models, proposals 
have nevertheless been made for  extending the basic vector model by 
incorporating term dependency information obtained for example, from existing 
thesauruses, or volunteered by the  system users. f5,6] Whether such modified 
vector models can produce reliable improvements in retrieval effectiveness remains 
t o  be seen. 

2. THE BOOLEAN LOGIC MODEL 

In the  Boolean model, the  documents a r e  represented by term vectors a s  before, 
but the  queries consist of Boolean statements,  t h a t  is, t e rms  interrelated by the  
operators and, or, and not. The immediate advantage is the  structured query form 
which implicitly includes the  specification of t e rm synonyms in or-clauses, and of 
phrases in and-clauses. Thus in the  query ((information o r  document) and 
retrieval), t h e  t e rms  "information" and "document" a r e  t reated as synonymous, and 
the  user need is expressed by the  phrases "information retrieval" and "document 
retrieval". 
The disadvantages of t h e  basic Boolean model a r e  well-known: there  a r e  no 
provisions for  t e rm weighting in either documents o r  queries, and hence no ranked 
document output is obtained. Instead all i tems t h a t  match the  query specification 
a r e  retrieved in more o r  less random order. Because t h e  output is not ranked in 
decreasing order of presumed goodness, i t  is much more difficult t o  perform 
sensible query reformulations following the initial search operations, and the  
complete search process starting with the  initial structured query formulations is 
much more complex than the  corresponding operations in t h e  vector system. 
The existing retrieval evaluations for  the  operations of the  conventional Boolean 
system demonstrate tha t  the  conventional Boolean logic is  not well adapted t o  the  
retrieval task. In particular, the  conventional Boolean logic is too  s t r ic t  and 
produces counter intuitive results: 

a)ln response t o  and-queries ( that  is queries containing and-clauses), a document 
containing all  query t e rms  but one is  t reated just a s  badly as  a document 
containing no query t e rms  at all. 

b)ln response t o  or-queries, a document containing all the  query terms is not 
t reated any bet ter  than an i tem containing only one query term. 

To respond t o  the  limitations of t h e  conventional Boolean system, many proposals 
have been made for  improving the  operations of the  Boolean operations. The 
following extensions a r e  of most interest in this connection: 



a)The so-called quorum-level search system where only and-clauses a r e  used in the  
formulations, and methods a r e  provided for  a suitable relaxing of the  query 
formulations in order t o  retrieve a desired number of documents. [7] 

b)The fuzzy s e t  retrieval model which adds document t e rm weights t o  the  basic 
Boolean model, but preserves t h e  normal Boolean formulations. When t h e  term 
weights a t tached t o  t h e  documents a r e  limited t o  0 and I, the  fuzzy s e t  model 
reduces t o  the  conventional Boolean model ([S-101),[281). 

c)An extended Boolean model based on t h e  comoutation of eeneralized distance 
measures between documents and queries, where' term weighis a r e  assignable t o  
both documents and queries, and strictness parameters (p-values) a r e  a t tached t o  
t h e  Boolean operators t o  control the  strictness of interpretations of the  
operators. [Il-131 A query in t h e  extended system might be formulated a s  

(((A,a) o r  (B,b)) and P2 (C,c)) where a, b, and c a r e  the  weights of terms 
A, B, and C respectively. and p l  and p a r e  t h e  pvalues .  The extended 
Boolean system provides a general retrieva? model which includes t h e  vector 
processing and the  conventional models a s  special cases. I t  is known t h a t  the  
extended model provides vastly improved retrieval operations compared with t h e  
normal Boolean system. 

d)A generalized Boolean model which transforms the  Boolean query space into a 
vector space, using the  Boolean minterms a s  the  basis of t h e  vector space. Like 
the  extended Boolean systems, the  generalized model represents a bridge 
between the  vector space and the  Boolean model, and i t  also accommodates 
document t e rm weights. In addition, the  generalized model takes  into account 
dependencies between the  terms. [14] 

In summary, the  Boolean system appears t o  bring flexibility t o  the  retrieval 
environment by adding some term relationships a s  par t  of t h e  query formulations. 
However, a s t r i c t  interpretation of the  Boolean operators does not f i t  t h e  needs 
of t h e  retrieval application. In practice, t h e  query-document comparisons a r e  
better based on global, approximate matches between s e t s  of weighted terms. The 
proposed extensions t o  t h e  Boolean system rela te  the  Boolean operations t o  the  
vector processing model, and allow te rm weighting a s  well as some use of t e rm 
relationships. However, these  models vastly complicate the  normal Boolean 
processing, and they have not so  f a r  found their way into  practical applications. 

3. THE PROBABILISTIC RETRIEVAL MODEL 

The probabilistic models were first  introduced in the  early 1960's and represent 
a n  a t t empt  t o  put the  retrieval operations on a sound theoretical basis (For a 
review, s e e  f.i. [28] ). The basic premise is t h a t  a document should be retrieved if 
i t s  probability of relevance to  t h e  user 's needs exceeds t h e  probability of 
nonrelevance. The probabilistic approach thus introduces the  notion of relevance and 
nonrelevance of a document which is  absent from the  vector and Boolean models. 
This renders necessary the  distinction of term characteristics in t h e  relevant and 
nonrelevant portions of a collection. [15-171 
The main a t t ract ion of the  probabilistic models is t h a t  in principle a Large 
number of phenomena about terms and their occurrence characteristics may be 
taken into account, including for  example t e rm coocurrences for  any subset of 
terms; t e rm relationship indications derived, for  example, from existing semantic 
nets  or other constructs used in artificial intelligence approaches; historical 
knowledge about how well certain terms may have done previously in retrieving 
relevant information in response t o  similar information needs; information about 
term meaning and t e rm relationships derived from dictionaries and thesauruses; 
and any prior knowledge about t h e  occurrence distribution of t e rms  in cer ta in  
parts of the  collection. Because the  probabilistic model c a n  accommodate all  this 
inteligence about documents and queries, i t  offers  t h e  promise of vastly greater  
effectiveness than the  basic vector and Boolean models. 
The difficulty with the  probabilistic approach is tha t  for  the  most part  accurate  
information about t e rm dependencies and term characterizations is unavailable, and 
t h a t  t h e  distinction between relevant and nonrelevant information is t o  no avail 



On theRehfionship between TheoreticalRetrievalModels 267 

when correct  relevance information is in f a c t  not accessible. In practice, i t  has 
then become necessary t o  rely on much simplified pobabilistic models t h a t  do  not in 
f a c t  provide more information than the  conceptually simpler vector space models. 
The best  known of t h e  simple probabilistic models is  based on t h e  assumption 
tha t  t h e  terms a r e  independently assigned t o  both the  relevant and the  
nonrelevant documents of a collection, and tha t  binary indexing is used. In this 
case, t h e  t e rm dependency information and the  t e rm weights a r e  both disregarded. 
Under the  term independence assumption t h e  probability of relevance 
(nonrelevance) of a document becomes t h e  product of the  probabilities of 
relevance (nonrelevance) of the  individual terms. That is, 

t t 

Pr(x I rel) = n Pr(xil r e 0  and Pr(x I nonrel) = n Pr(xil nonrel) . 
i= 1 i= I 

The foregoing expressions produce an optimal weight for query (but not for  
document) terms, defined a s  follows [18,191 

Pr(xi=ll rel) Pr(x.=Ol nonrel) 
w = log I 

qi Pr(xi=M r e 0  Pr(x.=lI nonrel) 
I 

Under appropriate assumptions, this weighting form is effectively equivalent t o  
an inverse document frequency (idf) weight. [20,21]. 
The simple probabilistic approach thus leads t o  optimum query term weight 
assignments tha t  exclude t h e  term frequency and document length normalization 
factors  routinely used in t h e  vector processing system. This may explain t h e  f a c t  
t h a t  t h e  simple probabilistic system has not been found especially effect ive  in 
practice. Furthermore, even this simple model becomes unusable when accura te  
information about t h e  occurrence characteristics of t h e  individual t e rms  xi in the  
relevant and nonrelevant documents of a collection is unavailable. 
Some a t t empts  have been made t o  include term frequency (tf)  factors  in the  
probabilistic mold by interpreting the  importance factor  of a term in a given 
document a s  a probability tha t  is  estimated by the  frequency of occurrence of 
the  term in the  individual documents. [22]  In these  circumstances, t h e  
probabilistic model approximates a vector processing model using (tf X idf) 
weights, t h a t  does however offer  the  eventual possibility of taken into  account 
any term dependence information tha t  might become available. In practice, a 
useful method fo r  estimating t h e  characteristics of dependent term groups in the  
relavant and nonrelevant document portions has not so  far  been found. This 
restricts the  probabilistic approach t o  models from which much of the  needed 
information is effectively excluded: 

a)Because the  probabilistic system is not based on existing initial query 
formulations, t h e  opportunity of independent weighting of query and document 
t e rms  tha t  exists in the  vector system is  lost in t h e  probabilistic environment. 

b)ln t h e  normal relevance feedback approach, the  initial query t e rms  are 
considered t o  be crucially impartant. Since initial query terms a r e  not available 
in the  probabilistic system, a probabilistic relevance feedback operation may 
produce inferior results. 

c)The probabilistic approach can  incorporate unspecified term dependencies; no 
distinction is made, however, between different types of dependencies of the  
kind implicitly specified in t h e  Boolean model (where term synonyms a r e  
expressed by or-operators, and term phrases by and-operators). In practice, a 
completely parallel t r ea tment  of very different classes of term dependencies 
may not produce useful retrieval results. 

d)Some objective measurements tha t  a r e  routinely used in a vector system, such 
a s  the  number of terms at tached t o  a document, o r  t h e  sum of the  weights of 
the  document terms, a r e  excluded from t h e  existing probabilistic approaches. 



I t  seems clear t h a t  the re  is l i t t l e  chance t h a t  t h e  probabilistic approach will 
outperform the  vector processing method so  long a s  the  t e rm independence and 
binary indexing restrictions a r e  maintained. More sophisticated probabilistic models 
must b e  designed, and methods must be found for  estimating the  probabilistic 
t e rm occurrence characteristics in t h e  relevant and nonrelevant i tems for  
higher-order groups of terms. Various possibilities in this direction have been 
investigated, including the  use of postulated initial term distributions across the  
document sets,  the  collection of prior historical information about term usefulness, 
and the  use of judgments about t h e  relevance of documents with respect t o  
queries obtained from the  users during t h e  course of t h e  retrieval operations. 
Large se t s  of user queries, retrieved documents, and query-document relevance 
information will have t o  be captured if the  needed probabilistic parameters a r e  t o  
be accurately estimated. 

4. THE LANGUAGE PROCESSING APPROACH 

In t h e  vector processing system, document content  is assumed t o  be representable 
by se t s  of (possibly weighted) single terms. In the  other  retrieval models cer ta in  
relationships between t e rms  can be taken into account, including in particular 
synonym and phrases represented by or- and and-query clauses respectively. 
At tempts  have also been made to build thesauruses, or vocabulary schedules, 
either manually o r  automatically, and t o  incorporate additional vocabulary control 
measures in the  indexing and retrieval processes. 
Unfortunately, t h e  construction of thesauruses and other  vocabulary normalization 
aids is a n  ar t ,  and the re  is  no guarantee tha t  a thesaurus tailored t o  a particular 
collection can be usefully adapted t o  another collection. More generally, the  
available evidence indicates t h a t  using thesauruses and phrase generation systems 
a s  part  of the  document or query content analysis will not produce reliable 
improvements in retrieval effectiveness for  many document collections. The 
problem seems t o  be t h a t  a broad interpretation of the  notion of term 
relationship (such as t h e  generation of phrases by using coocurrence characteristics 
of t e rms  in the  documents of a collection) produces some good term groups, but 
also many poor ones; on t h e  other  hand, a s t r ic ter  interpretation of t e rm 
relationships (such as  the  inclusion of syntactic cr i ter ia  in a phrase construction 
process) generates fewer erroneous word groups but also fewer  correct  ones. 
Overall, l i t t le  progress has been made with simple vocabulary normalization tools 
such as thesauruses and phrase construction methods used in a retrieval setting. 
1231 .--. 
In recent years, a t t empts  have been made t o  conduct more thorough t e x t  analysis 
investigations using so-called knowledge-based approaches. In t h a t  case, deep 
representations of particular subject areas  a r e  used in the  form of semant ic  nets, 
frames, o r  scripts, and a t t empts  a r e  made t o  include many types of relationship 
between objects. [24 ,25]  Using the  knowledge-bases approach, i t  becomes 
necessary t o  formulate  rules for  manipulating t h e  knowledge structure, and for 
relating t h e  words included in individual document and query t ex t s  t o  t h e  ent i t ies  
included in the  knowledge base. 
There is  substantial evidence t h a t  in well circumscribed circumstances and strictly 
limited subject domains, useful knowledge s t ructures  can in f a c t  b e  built. As a 
result, rule-based expert systems using complex knowledge representations have 
been built to provide solutions to cer ta in  puzzles, o r  advice about certain 
financial problems, o r  help in diagnosing illnesses. However, a complete theory of 
knowledge representation does not exist  at t h e  present time, and in areas  tha t  
a r e  not severely restricted, i t  i s  unclear what type of knowledge representation is 
needed, what ent i t ies  must be included in the  structure, and what relationships 
between ent i t ies  and common sense knowledge elements must be considered. 
At the  moment, the re  is  no evidence tha t  the  knowledge-based approaches a r e  
viable for  t h e  analysis of ordinary document collections. In addition, fundamental 
objections have been voiced t o  the  idea of building deep knowledge structures in 
advance, purporting t o  represent particular subject a reas  and divorced from the  
background, interests, and experience of the  intended user populations. If the  
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non-rationalist tradition of philosophy is t o  be believed, understanding and 
knowledge a re  not gained by formal operations performed on well-defined objects, 
identified by well-defined properties. Instead understanding requires the background 
and participation of each individual and must be  fil tered by people's experiences. 
[26,27] In that  case, the current knowledge-based approaches must lead t o  a 
dead end, because t h e  knowledge base would then have t o  be tailored spesifically 
t o  each particular user. 
In summary, one concludes with an apparently counterintuitive observation: the 
more simple-minded approaches t o  text  processing and language understanding 
produce the fewest  mistakes and exhibit the best performance. This accounts for 
the fac t  that  the single term indexing theories based mainly on objective term 
occurrence characteristics a re  still more powerful in retrieval than apparently 
more sophisticated procedures tha t  a r e  Less well understood and harder t o  manage 
in practical environments. 
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