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Introduction

Manufactures of modern instruments took advantage of the advances in
computer software and the distant attitude of operators against it. Today, instruments are
designed with more features and yet they are significantly easier to use. Formerly, a skilled
operator was needed to run the instruments; however, this is not the case today. Most
companies have spent large amounts of time and money for developing their software for
both automatization of the technique and data analysis. The implemented algorithms are
usually kept secret and the operator can only use them as a black-box. Moreover, the
procedures are often optimized for routine analyses, and adjustments to specific complex
problems are impossible.

Nevertheless, a fraction of chemists all over the world, develops and applies
their own software. Unfortunately, a satisfying solution is not found straight-away for each
problem. Since chemometricians are familiar with their implemented algorithms, they can
adjust and improve them to the needs of their specific research topic. As a result, the
progress in one field is often limited to a select group of scientists within it and the general
applicability of a successful optimization is often lost. According to recent extensive reviews
[WorJ96, MobP96, BroS96], the variety of methods reached enormous dimensions.

The topic of the present work is the analysis of two data types based on digital
filtering techniques. Because of the diversity of the studied data, this thesis is divided into
two main parts : Part I deals with the analysis of spectral data and Part I with the unraveling
of multicomponent decay curves.

The first PhD thesis realized in the Research Group Analytical Chemistry at the
Limburgs Universitair Centrum on the analysis of spectral data was that of Dr. F. Janssens
[JanF93]. His enthusiasm and persistence resulted in the development of a FORTRAN 77
program ASDAP (Automated Spectral Data Analysis Program). The characteristics of the
implemented algorithms, based on digital filtering techniques, were evaluated on both
simulated and experimental data sets [JanF93]. The aim of my work consists in a further
optimization of some of these algorithms and in the general evaluation and application of
ASDAP in experimental studies.

During my PhD, my attention was drawn to a completely different universal
problem, the qualitative and quantitative analysis of multicomponent decay curves. Despite
the many methods that are already reported in literature, none of them satisfied our norms. A
first attempt to analyze multicomponent decay curves by digital filtering techniques, as they
have been used in ASDAP (Part I), showed some promising results; nevertheless, it had to
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Part I : Analysis of spectral data

2.2. Spectral detection limit

The key problem in spectral data analysis appeared to be the determination of the
correct number of lines under a spectral envelop. The procedures incorporated in ASDAP for
considering this point are the background correction, the peak and interference detection, and
the grouping in multiplets. All these procedures are more or less based on the characteristics
of the R and S signals. In Fig. 1.3, the R and S signals for a single Gaussian profile are
shown. The question now is the following : how do R and S signals change for Voigt
profiles with a > 0? Figs 2.1a,b show the convolution signals obtained from Voigt profiles
with Iy = 104 counts/channel, 0, = 10 channels, ty = 50, and 2 = 0.0, 0.4 and 0.8, with a
zero-area Gaussian filter with M; = FWHM, = 3 channels. As the Voigt parameter a
increases, the maximum intensity of the first order convolution signal R (Fig. 2.1a)
diminishes, its width broadens, its negative side lobes are further displaced from the centroid
tg and are less pronounced. The same trends can be seen for the S signal (Fig. 2.1b);
moreover, the positive sidebands almost disappear as the Voigt parameter a approaches 0.8.
Shortly, it can be stated that the convolution signals loose their characteristic shape. This is
caused by the broadening of the signal as the Voigt parameter increases. As a result, the
characteristic M of the zero-area Gaussian filter does not match the condition 0.25 FWHM;
<M, < FWHM; (see Section 1.3.4.).
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Fig. 2.1a : R signals obtained from Voigt profiles,

with Iy = 104 counts/channel, ag = 10 channels, to = 50, and a=0.0, 0.4 and 0.8,
with a zero-area Gaussian filter with M; = FWHM = 3 channels.
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Part I : Analysis of spectral data
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Part I : Analysis of spectral data
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Figs 2.5a-c :Multiplet (a) with 6 Gaussian profiles (parameters are presented in Table 2.1)
and the convolution signals R (b) and S (c) obtained
with a zero-area Gaussian filter with M; = FWHM, = 3 channels.

The quantification (with the fitting procedure) proceeds in each multiplet
separately. Each line in a multiplet, detected in the peak and interference procedures, is
quantified by fitting a model function to the background corrected data using the Marquardt-
Levenberg algorithm [MarD63, LevK44]. The parameters of the model function for a line


































































Part [ : Analysis of spectral data

In their more recent theoretical studies of small carbon clusters, Martin et al.
[MarJ95a, MarJ96a] suggested that the 1818 cm-! band appears to be the most likely
candidate for cyclic Cg.

f. 1880 - 1980 cm!

The detection of the many individual components present in the 1880 - 1980 cmr
I region is performed using a small zero-area Gaussian filter with M; = FWHM, = 3 for the
spectra obtained at 30 and 35K, and with M} = FWHM), = 2 for the spectrum recorded at
13K (Fig. 3.20). Three smoothings of the original signals was necessary in order to reduce
the large fluctuations present in each of the spectra.

It can be seen from Table 3.1 that a first peak at 1896 cor! has been assigned to
linear C7 based on quantum chemical work [MarJ91, MarJ90a]. Also a lot of experimental
studies confirm this assignment. Heath and coworkers [HeaJ91b, HeaJ91c] have assigned
an absorption at 1898 cm-! to the second vs (o) antisymmetric stretch of linear C7 using
high resolution diode laser spectroscopy. In a neon matrix, the vs5 (o) mode has been
observed at 1897.5 em'! [SmiA94]. A FTIR 13C isotopic study has been performed by
Kranze et al. [KraR96] in order to identify the vs (0y) fundamental at 1894.3 cm! by
trapping the products of the evaporation of graphite in solid Ar at 10K. Fig. 3.10 shows the
thermal behavior of the vs (6,) fundamental at 1898 cm! and the v4 (o) fundamental at
2128 cm-! of the linear C7 cluster. A similar behavior can be observed for the temperatures
of 13 and 30 K. At 35 K the area under the 1896 cm! feature decreases, but the area under
the 2129 cm-! feature slightly increases. A closer look at the intensities at the 2129 cmrl
position in Fig. 3.23 shows that the intensity at the maximum of this peak also decreases.
Thus the increase of the area is due to a small broadening of the line at 35 K.

The 1915 cmr! line, with a shoulder at 1921 em-l, grows strongly upon
annealing. Slanina et al. [SlaZ92a] concluded that the 1915 cm! band is the most obvious
experimental candidate for cyclic C7. Martin et al. [MarJ96b, Mar]96a] suggested that one of
the components of the doublet observed at 1915 and 1921 cm-! belongs to cyclic Cjo.

In their extensive theoretical study of structures and vibrational spectra of carbon
clusters Cp, (n=2-10, 12, 14, 16, 18) Martin et al. [MarJ95a] proposed tentative assignments
of the 1921 and 1947 cm-! bands to cyclic Cjg and cyclic Cy4, respectively.

The large feature at 1952 cm-!, which is already strongly present at 13K, has
been assigned to linear Cg by Martin et al. [MarJ90a, MarJ91, Mar]95a, MarJ96a] based on
ab initio calculations. In an experimental study of linear Cg formed by trapping the products
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Part I : Analysis of spectral data
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Fig. 3.16 : Detail of the IR spectrum (e) in the 1420 - 1520 cm-! region in an Ar matrix
at 13, 30 and 35 K, with the individual components (full lines).
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Fig. 3.17 : Detail of the IR spectrum (e) in the 1520 - 1650 cm! region in an Ar matrix

at 13, 30 and 35 K, with the individual components (full lines).
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Part I : Analysis of spectral data
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Fig. 3.18 : Detail of the IR spectrum (e) in the 1680 - 1780 cm-! region in an Ar matrix
at 13, 30 and 35 K, with the individual components (full lines).
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Part I : Analysis of spectral data
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Fig. 3.20 : Detail of the IR spectrum (e) in the 1880 - 1980 cm-! region in an Ar matrix
at 13, 30 and 35 K, with the individual components (full lines).
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Part I ; Analysis of spectral data
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Fig. 3.22 : Detail of the IR spectrum (e) in the 2020 - 2100 cm-! region in an Ar matrix
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Part I : Analysis of spectral data

which forms a thermic shield between the plasma and the outer tube, and forms also the bulk
mass of the plasma and sustains it. The intermediate channel is used for the auxiliary gas that
lifts the plasma away from the injector (central tube). This Ar gas is only used for the
analysis of organic solutions. Finally, the aerosol carrier gas flows through the internal
channel. The tube assembly is coaxially situated in the inductor or induction coil.

High frequency magnelic field

Excited and lonized states(plasma)
= N < High frequency - power
: [Nl
Injector ——+
T = Quartz tubes
i (I

Sheathing device (patented) \ //—r—-

Q Nebulizer Aerosol cloud \ Drain for large drops

Sample Aerosol carrier gas

D@ Q) @ Mwtun

Fig. 3.24 : General liquid sample introduction system

A single drop of sample aerosol undergoes several processes as it travels
through the plasma. As the drop is heated, solvent evaporates and leaves a solid analyte
particle behind. After this particle is sufficiently heated, it begins to vaporize, atomize and
sometimes ionize. A small fraction of the atoms and ions becomes excited, and emit light for
ICP-OES.
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Fart I : Analysis of spectral data

The radio-frequency signal creates a changing magnetic field inside the coil in
the flowing argon gas (Fig 3.25). The lines of the magnetic field are axially oriented inside
the coil and take elliptical configuration outside it. A changing magnetic field induces a
circulating current of charged particles (electrons and ions) in a conductor, which in turn
heats the conductor due to the collision of the charged particles with other atoms. At room
temperature, Ar is not a conductor, but it can be made electrically conductive if it is heated.
To start the ICP discharge, a pilot electrical discharge absorbs energy from the magnetic field
and turns rapidly into a stable plasma (self-sustaining).

Induction coil

H (line of force)

= HF current

Foucault currents |
I —— Quartz tubes (torch)
Argon coolant flow
Aerosol = particles + argon Auxiliary gas

Fig. 3.25 : ICP discharge

c. Optical system

The light emitted by the plasma is guided to the monochromator entrance slit by
a system of two lenses. The monochromator (Fig. 3.26) is of the Czerny-Turner type, with
a fixed space between the input slit S1 and output slit 2, a planar grating G to diffract the
light, and two mirrors (M1 and M2). A first one (M1) is located at the focal length (0.64 m)
from the input slit, and reflects the beam on the grating, which rotates about its vertical axis.
The diffracted light from the grating is focused by the second mirror (M2) to the output slit.
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Part 1 : Analysis of spectral data
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Fig. 3.30 : As(I) 2288.12 A line, indicated by *, of a 0.1 ppm aqueous As solution.
The full line represents the fitted As (I) 2288.12 A line,
increased by the polynomial background.
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Fig 3.31 : Calibration curve for the determination of As (I) 2288.12 A,
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Part 1 : Analysis of spectral data

The two lines, 2677.20 A and 2835.63 A, of Cr (I) were found to be both
suitable for the determination of the Cr concentration. Janssens [JanF93b], on the other
hand, found a seriously lower concentration with the 2835.63 A line.

Furthermore, he found no satisfying results or convergence for the
quantification of Ti in SRM 362, and a much too small concentration in the SRM 361 steel.
The contribution of this element could be determined successfully using the new Jobin Yvon
software. ASDAP however, found too high concentrations.

3.2.3.2. Solid sample introduction

The major advantage of solid sample introduction is reduced contamination, since no
dissolution and little sample preparation is generally required. However, a price must be
paid. An absolute requirement is that the solid material should be conductive; insulators can
be made conductive for the electric current by the addition of e.g. ultrapure graphite. Also a
large set of solid standard reference materials, covering a wide concentration range of many
analytes, is required in order to construct good calibration curves. In addition, the
complexity of the recorded spectra can be different, since the standards can be composed of
different interfering species, even in very different concentrations.

Furthermore, it was found that the reproducibility was not so good, compared to the
recorded spectra after liquid sample introduction. For each selected spectral line, the
standards and the unknown samples are analyzed three times consecutively at the same spot.
Polishing was required after a small number of sparks which is also time consuming. The
quantification of the analytes is discussed below.

As a consequence of the above mentioned difficulties, the correlation coefficients
of the calibration curves, listed in Table 3.7, are all worse than those obtained for the liquid
sample introduction. Furthermore, for some of the curves, the certified value of
concentration of the analyte is situated near the edge of the calibration curve. Since the
widths of the confidence intervals (eq. 3.15) are the smallest at the mean of the x-values, and
increase away from it, predictions at the edges of a calibration curve must be calculated with
caution. Together with the larger fluctuations in the calculated net line area of a spectral line
(reproducibility), this results in larger confidence intervals for the predicted concentrations,
as can be seen in Tables 3.8 and 3.9. Accurate results are obtained with ASDAP, however
the corresponding 95% confidence intervals are large. Those resulting from the Jobin Yvon
software are much smaller, since they are calculated from the standard deviation of the
derived concentration, given a number of intensities measured from the sample at the
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Part I : Analysis of spectral data

Table 3.9. : Analysis (ww%) of standard reference material 362

Wavelength ; Certified Jobin Yvon ASDAP
(A) software

AL(D) 3961.52 0.081 0.082 0.088
+ 0.002 +0.001 £ 0.02

Cr(Il) { 2677.20 0.30 0.30 0.31
+0.01 + 0.007 + 0.06

2835.63 0.28 0.31

+0.01 +0.07

Cu() : 3247.54 0.51 0.51 0.47
1 0.01 + 0.06 +0.04

Mn(l): 2576.10 1.05 1.03 1.10

+0.01 +0.09 + 0.1

Ni(Il) i 2216.47 0.59 0.56 0.54
+ 0.01 1 0.04 +0.07

Ti(Il) | 334941 0.10 0.10 0.10
+ 0.004 + 0.009 + 0.009
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Fig. 3.34 : ICP-OE spectrum of solid steel SRM 362 containing 0.30 ww% Cr.
The full lines represent the individual calculated components ,
the Cr (II) 2835.63 A line, is indicated by *.
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Part | : Analysis of spectral data
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Figs 3.37a-f : ICP-OE spectra (s) recorded of the certified reference material ECRM287-

1C at the six spectral lines of B : (a) 1825.29, (b) 1825.83, (c) 2088.93, (d) 2089.59,
(e) 2496.78, and (f) 2497.73 A. The full lines represent the individual calculated
components by ASDAP.
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Analysis of multicomponent decay curves

The analysis of exponential decay curves has been the subject of many
theoretical and practical studies. A lot of different techniques have been developed based on
e.g. graphical extraction [ManP70], linear [HunG69, PaaP69] and non linear [VarJ85] least
squares methods, singular value decomposition [KunS83, BarH87, LupM95], Fourier
transformations [GarD59, SchJ73, SmiM74, CohS75a, CohS75b], and Prony’s method
[ProR95, OsbM75, OsbM91, OsbM95]. Unfortunately, the success of these techniques is
often hampered by the ill conditioning property of the exponential-sum fitting problem.
Furthermore, the final results seem to depend strongly upon the input of the correct number
of exponential components n, and upon the initial estimates of the pre-exponential factors
N; and decay constants A;. Many of these methods were further optimized and adjusted to
specific problems so that the general applicability of a successful optimization is often lost.

As a challenge, we tried to use digital filters (proposed in Part I) in the analysis
of multicomponent decay curves. It seemed to us that their use could reveal some valuable
information about the number of components present in the decay curve and their
corresponding decay constants. This primary detection procedure was a strategy that was
used successfully in the analysis of spectral data (see Part I). Unfortunately, in Chapter 4, it
will be shown that zero area Gaussian filters are not able to give a simple solution for the
analysis of multicomponent decay curves. Even the use of square wave filters resulted in
expressions which are very difficult to handle.

In the literature, a method was described which could reveal information about
the number of components and the corresponding decay constants, i.e. the method of
Gardner and co-workers [GarD59], which will be furtheron denoted as the GGM method.
In 1795, the method of Prony [ProR95] was developed for the quantification of the
parameters NS and A; using the number of components n. Each of these methods have been
extensively improved in the past.

In 1959, Gardner and coworkers [GarD59] published a method to analyze a
multicomponent decay curve composed as a sum of independent exponential functions,
based on non linear transformations of the variables and on Fourier transformations. At that
time, the method did not gain much success as the numerical evaluation of these Fourier
transformations was difficult and tedious. After the development of the Fast Fourier
Transform (FFT) technique [CooJ65], the method was improved by Schlesinger [Sch]73]
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Part Il : Analysis of multicomponent decay curves

% Calculation of f1 and f2

x1=t(1:3)

yl=yr(1:3)

p=polyfit(x1,y1,2)

noem=2*n*delta;

for i=1:n,
fil(i)=t(i)*yr(i);
fi2(i)=t(i)*exp(-t(i)); % fi2(i)=t(i)*exp(-1(i)."2);
mu(i)=(i-1)/noem;

end;

s=size(mu)

fil(n+1)=0.;

fi2(n+1)=0.;

mu(n+1)=n/noem;

for i=n+2:2*n,
tinv=exp((i-1-2*n)*delta);
finv=polyval(p,tinv);
fil(i)=tinv*finv;
fi2(i)=tinv*exp(-tinv); % fi2(i)=tinv¥exp(-tinv.*2);
mu(i)=(i-1-2*n)/noem;

end;

fl=fil(1:2*n)’;

f2=fi2(1:2*n)";

mud=input(‘'waarde voor mu(d) ');

% calculation of g(e’®) = invFFT [FFT(f1) / FFT(f2)]

% in gardmer.m

[gl=mgardner(f1,f2,mu,mud);

% output : plot g(A)/A vs A

[np nql=size(g);

d=0tnp-1;

x=d.*delta;

xas=exp(-x);

semilogx(xas,real(g),'b’);

axis([0.001 1 -2000 3000]);

end;

Fig. 5.2 : MatLab-program ‘gardner.m’ for the
improved GGM method.

function [gl=mgardner(fi,gi,mu,mud);
% gle-y) = inversefourier [ FFT(f)/FFT(g)]
fi=ffi(fi);

ge=ffi(gi);

quot=ff./gg;

hh=exp(-mu."2./mud."2);

quoth=quot.*hh’;

g=iffi(quoth);

end;

Fig. 5.3 : MatLab-function ‘mgardner.m’ needed
in the program ‘gardner.m’,
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Part 11 : Analysis of multicomponent decay curves

n+l n+l
PRI (5.30)
k=1 k=1

which, when solved for the ci, gives
n+l k1
R PN k-1
¢; kZ( ) (HJN Y (531)
=]

In matrix notation, this can be noted as ¢ = Uy with U a non singular matrix,
given by the following expression

sk 7 sl W]
| : 1
1 N
U= A
o N*
1
= l -
and

e=(ermenn)”

¢ and § are rescaled versions of each other and the notational convention will be used that ¢
represents the above function of y while 8 is a function of the decay constants Aj with
normalized elements. We will henceforth confine the further discussion to the case of the
recurrence equations (5.28). An analogous version in terms of the difference parameters can
be deduced using the above relationship.

The recurrence equations (5.28) can also be stated in matrix notation. Let fj =
f(t), i = 1,....N, f = (f1,....fN)T, and let Xg be the N x (N - n) matrix
5

X5 =|%n+1 8 (5.32)

5n+l

where 8y are the recurrence parameters, then f satisfies

X =0 (5.33)
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Part Il : Analysis of multicomponent decay curves

a Gaussian filter is depicted in Fig. 5.1. Multiplication of the filter with the function quot in
Fig 6.3a will alter the latter not only in the central part (the high frequencies), but will also
influence the low frequencies (Fig. 6.3b). This deformation depends on the characteristic
parameter jid of the Gaussian low-pass filter. The smaller the pg value, the larger the effect
on the low frequencies. The fluctuations in the function quot are eliminated after
multiplication with H(p) (Fig. 6.3b).

1500 T T rrrryse T LI L L | T T III‘||'|
I —e— without filter
—o— U, =12
—a&—p, =06
1000

D e R S
0.001 0.01 0.1 1

A

Fig. 6.2. : Overlay plot of the g(A)/A vs A spectra
for the analyses of the data set generated from eq. (6.1)
using the improved GGM method without a Gaussian low-pass filter,
and with a filter characterized by a g value of 1.2 and 0.6.
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Part Il : Analysis of multicomponent decay curves

The influence of the pg value of the Gaussian low-pass filter on the signal to
noise ratio has been studied further in detail and the results are presented in Fig. 6.4. In the
detail plot, it can be seen that from pg = 5.0 on, no significant improvement is obtained. If
the ug value decreases, it can clearly be seen that the signal to noise ratio improves
exponentially, However, Fig. 6.2 shows also that the introduction of a Gaussian low-pass
broadens the peak and, unfortunately, diminishes the resolution. This effect becomes even
larger for a smaller pg value. A compromise between both effects leads to an optimum choice

of the pg value.
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Fig. 6.4 : Influence of the pq value of the Gaussian low-pass filter
on the signal to noise ratio.

166


















Part Il : Analysis of multicomponent decay curves

400 " T T T SRR ELELL B B L) P AL L I A

a

4

200

TT T I TT I I T [TTTT]

g( A/ A
o

-200

PO YT (O S UL R U7 MY U BT 7 7) NN T U O TT11 SO N 1071 MO W W W ¥

-400
0.001 0.01 0.1 1 10 100 1000

B 3

6000

e L e e R

4000

g( A A

2000 |

_2000 i ol el sl vl Lo
0.0001 0.001  0.01 0.1 1 10
A

Figs 6.8a,b : g(L)/A vs A spectra obtained with the improved GGM method combined
with a Gaussian low-pas filter (L = 1.0) in the analysis of the data sets of eq.(6.6)
when the time unit is one hour (a), and of eq.(6.9) when the time unit is one minute (b).
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Part Il : Analysis of multicomponent decay curves

6.3. Evaluation of the improved method of Prony

6.3.1. Noise-free data

The improved method of Prony requires a data set (ti,fi) at constant time
intervals At. In order to obtain some characteristics of the technique, this data set is analyzed
several times using the recurrence version of Prony's improved method in different ways. In
the present discussion, the results are used that have been obtained in the analyses of the data
sets from eqs (6.1 - 6.4) simulated at points tj in a range [0,1000] with At = 20.

a. Input of the number of components n

An important parameter is the input of the number of components n. Therefore,
the data set from eq. (6.4) is analyzed on the assumption that it is composed of 3, 4, and 5
exponential functions, respectively. The optimized ( N ,A;) values for each component i are
given in Table 6.1.

Table 6.1 : Optimized ( N;,A;) values from Prony’s improved method for
the data set generated from eq. (6.4) on the assumption that
it is composed of 3, 4, and 5 exponential functions, respectively.

Input } Output
n Nj i
3 151 0.0114
279 0.0533
4519 0.2100
4 100 0.01
100 0.02
1000 0.10
3750 0.50
5 0 0.2148-0.571i
100 0.01
100 0.02
1000 0.10
3750 0.50

If the number of components is correct, the program calculates the exact ( Nj L)
values. When n is too large, a component with an unreal (complex or negative) decay
constant and zero intensity is found. Apparantly, this has no effect on the calculation of the
(N‘i’ ,Aj) values for the other components. However, if n is too small, the optimized decay
constants and pre-exponential factors can deviate a lot from the true values.
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Chapter 7

Qualitative and quantitative applications

During the extensive evaluation of our software described in Chapter 6, we
could explore its capabilities and limitations. Also, we were able to formulate some practical
tips for the analysis of experimental data. Keeping this knowledge in mind, we applied the
combined use of the improved methods of Gardner et al. and Prony to experimental data,
obtained from fluorescence decay, free induction decay (solid state 'H NMR) and
radioactivity decay measurements. The results are compared with those obtained by using
common algorithms for the specific disciplines, i.e. the Marquardt-Levenberg [LevK44]
algorithm for the analysis in fluorescence and NMR spectrometry, and Cumming’s method
[CumlJ62] in nuclear chemistry.

7.1. Fluorescence decay curves

Interlocked macrocyclic species (catenanes) are very interesting from a
photochemical and photophysical point of view due to the electronic interactions between the
various subunits in the ground and excited states. Catenanes with coordinating ability
(catenands) can give rise to metal complexes (catenates) where the photochemical and
photophysical properties are profoundly affected by the nature of the coordinated metal
[ArmN93].

In this section, the fluorescence emissions of two porphyrin substituted
catenanes I and II (Fig. 7.1) containing Zn and/or Cu ions are studied, First, the problems
arising during the analysis of the fluorescence decay curves of compound 1, are illustrated.
In spite of these problems, the improved methods of Gardner and Prony have proven to be
useful to analyze fluorescence decay as will be shown in the study of compound Il where
they allowed a successful analysis of the decay curves with a minimum of a priori
information.
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Part Il : Analysis of multicomponent decay curves

Furthermore, due to the convolution of the original response with the IRF, the
area of (A/100) from 1 to 0,1 ns'! in the g(A)/A vs A spectra contains no relevant

information, and consequently, it can be stated that components with very short decay times
cannot be retrieved.

—e— 582 nm ——o— 665 nm
—— 630 nm —a— 695 nm
1.8 40 0 1 1.5 10°
1 10° 11 10°
5 10 15 10°
= : 9
:5 0 .‘!;.: 0 ‘?:
oo i 1 >
-5 10 | 1 -5 10°
I iii ] 6
-1 103.001 0.01 0.1 171 10

A100 (ns)

Fig. 7.3 : g(A)/A vs A spectra in the analysis of the fluorescence decay curves
of compound I measured at different Aep,.

Due to the limited amount of product, the experiments could not be repeated
under better conditions by using e.g. smaller A t (as for compound II, see further).

Consequently, one is confronted with the problem that no reliable information
concerning the number of components and of their decay constants can be deduced from the

g(A)A vs A spectra. This will hamper the quantification which is performed by using
Prony’s improved method.

b. Quantification

Since the influence of the IRF function is already small at one point after the
maximum in the fluorescence decay curve (see Fig. 7.2), the fitting of the experimental
points is started at this position. The data file contains many points. The evaluation of
Prony’s method (see Chapter 6) showed that a set of 100 points is preferred in order to

186


















Part 1l : Analysis of multicomponent decay curves

Due to the convolution with the IRF function, the quantitative analysis can only
give tentative results, Since, in the qualitative analysis with the improved GGM method, the
(A/100) range from 1 to 0.1 ns-! in the g(A)/A vs A spectra contains no relevant information.
Furthermore, in the quantitative analysis with Prony’s improved method or with the
Marquardt-Levenberg algorithm, the fitting procedure was started at one point after the
maximum in the fluorescence decay curve in order to limit the influence of the IRF. Hence,
some valuable information was lost.

However, it could be proven in the study of compound II, that only two
compounds are present, and the corresponding contributions and decay constants could be
quantified. The consideration of several curves, obtained in a set of various experimental
conditions (here : Aem) Was a crucial part in the success of these analyses.

Finally, it can be concluded that the combination of the improved GGM method
and Prony’s method can be a useful technique for the analysis of multicomponent

fluorescence decay curves.

7.2. Free induction decay analysis

Solid state proton wideline (broadband) NMR provides a sensitive probe for the
molecular state of a nuclear environment through the short range nature of magnetic dipolar
interactions. For heterogeneous polymer systems (physical or chemical), the molecular
mobility of each component and the fraction of the component can be directly estimated from
the measurement of the spin-spin relaxation time T2 [FukK90]. A solid echo technique
provides a way to collect the complete response of the system to a 90° pulse near the
resonance frequency without influence of the system recovery time. The recorded Free
Induction Decay (FID) curve is a multicomponent decay curve having for each component a
characteristic line shape, a spin-spin relaxation time T, and an intensity depending on the
characteristics of the corresponding phase. Unfortunately, the analysis of the recorded FID
curve is a difficult task. Up till now, there is still uncertainty about the number of
components and on their mathematical model functions in the decay curve.
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Part Il : Analysis of multicomponent decay curves

determination of the number of components, and the best model function of the intermediate
phase and for the estimation of the decay constants (T2 values). This method can also
validate the exponential (a; = 1) or Gaussian (a; = 2) character of each component i. In the
second part, the recurrence version of Prony’s improved method is used to quantify the
parameters Tp; = 1/A; and the fractions N?/N° (N° =Ng& +Nj + Ng) for each exponential
component i in the complete FID curve.

7.2.3. Study of isotactic polypropylene films

In this section, we present the analysis of Free Induction Decay curves of an
isotactic polypropylene (iPP) film obtained at different temperatures. The improved method
of Gardner et al. has been used to obtain information about the number of components
(phases), to predict the best fitted model function (line shape), and to estimate the decay
constants (T2 values). In addition, the improved method of Prony and the Marquardt-
Levenberg algorithm were applied to quantify the contributions (fractions) of each
component in the complete FID curve. The influence of the temperature on the fractions of
the components is examined and related to the physicochemical structure of the polymer. The
precision of the computed parameters is discussed for the analyses of three consecutively
measured FID curves of iPP at 60 °C.

7.2.3.1. Qualitative analysis : the improved GGM method combined with a
Gaussian low-pass filter

In the improved GGM method, the choice of the model function kk(x) depends
upon the functional relation between the variable t and the response f(t) of the decay curve.
Eqgs. (7.5) and (7.6) suggest that a mixture of Gaussian and exponential components can be
expected.

The experimental FID curves are collected at constant time intervals. Since the
input data set of the function f(t) in the improved GGM method combined with a Gaussian
filter should be gathered at constant intervals of x = In t = 0.1, a new data set is calculated
using a cubic spline interpolation method on the original data set. The model function kk(x)
in eq.(5.10) is set to exp (-exp (x)) in order to evaluate the exponential components and to
exp (-exp (xz)) in order to locate the Gaussian components. In all analyses, the
implementation of a Gaussian low-pass filter was necessary for reducing most of the
experimental and computational noises.
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superimposed on a broad composite feature. This symmetric peak is related to the Gaussian
component in the FID curve and can be assigned to the crystalline phase (C).

0.01 0.1 1

0.01 0.1 1 0.01 0.1 1

Figs 7.7a-d : Qualitative analysis of the FID curves obtained at (a) 40, (b) 60, (c) 80, and

(d) 100 °C by using the improved GGM method with kk(x) = exp (-exp ()L2 b))
in order to identify the Gaussian components.

The results obtained with the improved GGM method indicate that eq.(7.6) is
the best model function for the studied FID curves of the iPP film over the temperature range
40-100°C. The multicomponent decay curves are superposition of a single Gaussian
component and two exponential components. The estimated T values for each component at
the specific temperatures are summarized in Table 7.5.
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0.01

A

Fig. 7.8 : g(A)/A vs A spectrum after subtraction of the Gaussian component.

Table 7.6 : Optimized Gaussian functions, obtained with the Marquardt-Levenberg
algorithm, describing the crystalline phase in a FID curve
recorded at a number of selected temperatures.

T(°C) fc(t)
( 2)
40 2.26x10%exp| - 0.5 (L)
803) )
t 2
60 2.29x10%exp| - 0.5 (—)
\ 7.93
( 2\
80 2.05x10%exp| — 0.5 (—t—)
7.90) |
' t 23
100 1.92x10%exp| - 0.5 (——J
\ 719)
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Part Il : Analysis of multicomponent decay curves

numerical stable since it is able to determine the parameters within the entire experimental
precision of the recording of the multicomponent decay curves.

7.2.4. Study of atactic PVA grains

After the successful study of iPP (Section 7.2.3.), we applied the combined use of
the improved methods of GGM and Prony for the analysis of Free Induction Decay curves
of atactic PVA grains (< 50 pm cross section) obtained at different temperatures above Tg.
The qualitative information, concerning the number of components (phases), the best fitted
model functions (line shape), and the corresponding decay constants (T values), is obtained
using the improved GGM method. In addition, the improved method of Prony and the
Marquardt-Levenberg algorithm were applied to quantify the contributions (fractions) of
each component in the complete FID curve. Again, the influence of the temperature on the
fractions of the components is examined and related to the physicochemical structure of
atactic PVA,

7.2.4.1. Qualitative analysis : the improved GGM method combined with a
Gaussian low-pass filter

As in the study of isotactic polypropylene (Section 7.2.3.), the number of
components and the model functions of the phases are determined using the improved GGM
method. The FID curves are also collected at constant time intervals, so that for each
temperature, a new data set is calculated using the cubic spline interpolation method on the
original data set. The model function kk(x) in eq.(5.10) is taken as exp (- exp (x)) in order to
evaluate the exponential components and as exp (-exp (x%)) for identifying the Gaussian
components. In all the analyses, a combination with a Gaussian low-pass filter was
necessary for reducing most of the experimental and computational noises. Due to the higher
noise level in the data of PVA than in those of iPP, the g(A)A vs A spectra are harder to

interpret.

The characteristic g(A)/A vs A spectra obtained from a first analysis of the FID
curves (recorded at 100, 120, 140 and 160 °C) in order to determine the exponential-
components are given in Figs 7.10a-d.
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Figs 7.10a-d : Qualitative analysis of the FID curves obtained at (a) 100, (b) 120, (c) 140

and (d) 160 °C by using the improved GGM method with kk(x) = exp (- exp (x))
in order to identify the exponential components.

Besides the expected error ripples (see Chapter 6), which are now
supplementary enhanced by the noise present in the experimental data, four significant peaks
can be observed. A first component is situated at A = 0.007-0.0087 ps-! (ora Tz = 115 -
143 ps) and can therefore be assigned to the elastomeric phase (E). Two central peaks are
located at A = 0.025 ps-!, and 0.065-0.07 ps! ; one of them should be assigned to the
intermediate phase (I). The peak at A = 0.2 ps™! is asymmetric and has a large negative lobe
at its right side. Analogous to Fig. 6.7a this signal should due to a Gaussian component. To
confirm this conclusion a second analysis of the FID curves is carried out using the
improved GGM method in which the model function kk(x) = exp (-exp (x?‘)} is used in
conjunction with the same Gaussian filter. The resulting g(A)/A vs A spectra are plotted in
Figs 7.11a-d. An intense peak is present in the g(A)/A vs A spectra at A = 0.08 ps-! or Ty =
().\/5 )_‘= 8.8 ps for the data collected at 100 to 140 °C. This Gaussian component can be
assigned to the crystalline phase (C). However, in this case the Gaussian component is not
superimposed on a broad composite feature as it was the case in the iPP study. Instead,
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Part Il : Analysis of multicomponent decay curves

The standard deviations in Table 7.14, calculated from the results of the analyses
of the five decay curves for each of these experiments, show that no significant additional
systematic errors are introduced by the applied methods. A closer look shows that for the
150/17F combination Cumming's method can still distinguish two components but only with
a poor precision. For the 11C/13N combination larger deviations are obtained with Prony’s
improved method due to the small differences in the half-life values. If the T,;'s of the two
components differ more than a factor of 2 (the 13N/150, I3N/U7F, and 11C/150
combinations), relative standard deviations of ca. 1% have been found for both the Ty's
and A%s. It should further be noted that for the 13N/150 combination, although very small
standard deviations have been found from both methods, the tested null hypotheses, stated
above, show that only Prony’s method is able to retrieve the set of input values (A, A}) of
each component i within a 95% confidence interval.

In general, it can be concluded from the preceeding analysis that good results
can be obtained from the analysis of bi-exponential decay curves in the presence of initially
ca. 1% noise if the differences in the A values and/or the T);/At ratios are large enough
(>2). In experimental conditions the At value can be chosen, but a compromise must be
found between a good T)/At ratio and a larger noise level for smaller counting periods.
Cumming’s method performs better for the decay curves of !SO/I7F mixtures (see Table
7.14) although with large standard deviations ; Prony’s improved method returns more
accurate results for the combination 13N/150. In general, the standard deviations, obtained
for the five data sets for each of the combinations with Cumming’s method, are smaller than
those obtained in the analyses with Prony’s improved method.

Second series of simulated decay curves with an A} ratio of ca 1/3/9 have been
composed of three out of the five positron emitters from Table 7.13. They have also been
analyzed applying the previously described procedure. Table 7.15 shows the input
parameters (A;, Aj) and, the final results (mean (sd)) obtained with both Cumming's and
Prony's method. For all selected combinations, both methods could retrieve the exact
number of components, identify the components, and quantify their contributions. The
combination 18F/11C/17F gives the largest deviations due to the imprecise determination of
the longest lived component. After testing the null hypotheses it could be concluded that the
optimized parameters of both methods are equal on a significance level o = 0.05. It can also
be seen that the precision of the results obtained with both methods are very alike for all
combinations. Both methods are therefore equally suited for the qualitative and quantitative
analysis of tri-exponential decay curves.
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7.3.1.4, Analysis of experimental decay curves

Four experimental decay curves measured from a mixture of 150, 11C and 18F
in a well known ratio (1/1/1, 1/2/2, 1/2/3, and 3/2/1) have been analyzed. In an initial part of
the analyses, it has been assumed that all five B+ emitters (17F, 150, 13N, 11C, and 18F) are
present in the sample. This preliminary analysis using Prony’s method, returns real decay
constants with positive contributions for those components that are present in the
accumulated data. Radionuclides which are not present in the samples are characterized by
complex decay constants and negative or small pre-exponential factors. Then, Prony’s
improved method is applied again with the correct number of components and starting values
for the decay constants in order to obtain more accurate results. The same procedure has
been followed in the analyses using Cumming's method. In Table 7.16, A; values,
calculated from the T/, data listed in Table 7.13, are collected together with A] values
found in three single component analyses by Cumming’s method (decay corrected for t = 0,
the reference) ; the optimized (A;, A]) parameters obtained from the multicomponent decay
curve analyses by using Cumming's method and Prony’s improved method are also
included. Very similar results are found with both methods. For all experiments, the
methods could give the correct number of components, could identify the species in the
mixtures, and were able to quantify accurately the contribution of each species to the total
activity for all the considered ratios. More in detail, it can be seen that the decay constant of
the short-lived component was better determined by Cumming’s method in experiment 1, 3,
and 4. Prony’s improved method could quantify more accurately the other two decay
constants. The contribution Aj of each component i to the total activity was slightly better
retrieved by Prony’s improved method in the analyses of experiments 1, 2, and 4. In
experiment 3 the short-lived component has the largest pre-exponential factor and since
Cumming’s method can determine the corresponding decay constant more accurately, it will
also be able to optimize this pre-exponential factor in the best way. Consequently, this
method returns the best optimized values for the A parameter of the other components.
Except for these minor differences the performance of both methods in these analyses is very
similar. Hence, the experimental decay curves could be analyzed both qualitatively and
quantitatively by using the two proposed programs. Fig. 7.10 shows the experimental and
fitted decay curves of experiment 3 together with the standard residual plots for both
analyses. Only one fifth of the fitted points are superimposed on the experimental data
points. These plots show that with both methods the experimental decay curve could be
analyzed within the limits of the statistical fluctuations.
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