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Abstract

We present a method to efficiently acquire specular mesuates
normal maps, only making use of off-the-shelf componenishs
as a digital still camera, an LCD screen and a linear polagifil-

ter. Where current methods require a specialized setup,cona
siderable number of input images, we only need a cheap setup t
maintain a similar level of quality. We verify the presentbdory

on real world examples, and provide a ground truth evaloatio
photorealistic synthetic data.
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1 Introduction

Thoughout the years computer vision, and more in particdatar
age based modelling, has become an increasingly impocahtot
facilitate the design of virtual clones of real-world olifecFor ex-
ample, these days real world scenes or persons are oftenestan
instead of being modelled manually to be used in games. Hewev
up till now the bulk of this work still focusses on acquiringaimly
diffuse and rather large objects. In many cases, smallcidatails
are ignored.

However, a number of methods to acquire small-scale sudiaen-
tation already exist, storing the results in the form of narmaps.
Typically they are mapped on a geometry proxy to providellodga
entation information for each surface point to enhance lilaglisg.
Normal maps can also be transformed into detph maps [Framkbt
Chellappa 1988].

Currently high quality methods for accurately acquiringmal
maps exist, but these methods often require a delicate @ax/o
pensive setup [Wang and Dana 2006; Ma et al. 2007]. Alterelgti
there are also easy to use methods demanding no speciadimbd h
ware, but these typically yield low(er) quality scans [Rusier
et al. 1997] or they are time-consuming procedures whendpigh
ity is needed [Chen et al. 2006; Francken et al. 2008b]. Heheee

is still need for a method that 8mple and fastyet yieldspleasing
results.

In this paper we focus on such a simple and fast method altpwin
for obtaining visually pleasing normal maps of specular assic-
tures using common hardware components. Although thisadeth
is theoretically founded, itis not our goal to improve thewacy of
state-of-the-art normal map acquisition methods. Insteadim to

improve the acquisition simplicity for physically and vadly plau-
sible normal maps, to make scanning available to a much broad
range of users. Still, as we show in our comparative study, we
achieve results of a when compared to state-of-the-arhigabs.

2 Related Work

The proposed work can be categorized as a form of photometric
stereo. Photometric stereo [Woodham 1980] and shape frant sh
ing [Horn 1975] are techniques to obtain surface orientaffom

a static scene and camera by controlling the scene’s illatiain.

The original approaches work for diffuse objects, but maxtere
sions have been proposed that allow for specular highlitkeschi
1981; Healey and Binford 1988; Zheng and Murata 2000; Mallic
et al. 2005; Kutulakos and Steger 2005; Adato et al. 2007] and
more general spatially varying BRDFs [Hertzmann and S&€l632
Goldman et al. 2005; Hertzmann 2005].

In our work we focus on small-scale surface orientation &squ
tion in the form of normal maps. A considerable number of tech
niques exist, and we will skip through them chronologicalin
easy to use and fast method for scanning diffuse mesostesctu
was presented by [Rushmeier et al. 1997]. The idea behisd thi
approach is very similar to that for photometric stereo [\dlam
1980]. [Malzbender et al. 2001] presented an alternatislertigue

to obtain so called PTMs (Polynomial Texture Maps), which ca
be converted to normal maps. The method employs a specialize
setup which captures about 50 images under different ithation.
Another interesting scanning method is presented by [HdrPam-

lin 2003] and uses a kaleidoscope to generate views fromipteult
directions to obtain a BTF (Bidirectional Texture FuncioijPa-
terson et al. 2005] use a digital still camera and a mountst fia
scan partly specular and diffuse mesostructures by irggngr the
reflected flash light. [Wang and Dana 2006] obtain reliefusss
from specularities using a specialized hardware setupistorg of

a camera, a parabolic mirror, a beam splitter and an illutitina
source with corresponding lens. A more practical techniguyozo-
posed by [Chen et al. 2006], which utilizes a manually movgiat |
source and a fixed camera. Unfortunately, many input images a
needed when high angular resolution normal maps are refjuie
faster method is proposed by [Ma et al. 2007], where they ose a
extended gradient light source requiring only 4 to 8 imageas

at the cost of having a more delicate and expensive setup.

Currently computer screens are more and more often emplayed
a controlled planar illuminant, for example for the purpo$envi-
ronment matting [Zongker et al. 1999]. Recently screenearafs)
setups have also been introduced as a device for normal map ac
sition [Morris and Kutulakos 2007; Francken et al. 2008l@rfeken

et al. 2008a; from Specularity Consistency 2008], and ourkwo
falls into this category. However, in this paper we will cioles-
ably reduce the necessary number of image captures by tarefu
chosing the light patterns.



Digital Still Camera + Linear Polarizer

Mesostructure

Figure 1: Schematic setup overview. A gradient illumination pat-
terns is displayed on the LCD screen and reflects off the $mecu
mesostructure (spoon), partly into the camera lens. Théasar
normal 7 can be found by taking the halfway vector between the
view vectory and the reflection directior.

3 Setup

In this section we will describe our normal map acquisitietup.
As we focus on simplicity and wide applicability, we employ a
easy to build setup, containing the following common piecés
hardware:

LCD screen: emits linearly polarized light which is exploited to
separate diffuse from specular reflections.

Polarizing filter: blocks and unblocks specular highlights by tak-
ing advantage of the polarized light properties of the LCD
screen.

Still camera: although it is perfectly possible to use a video cam-
era, we chose to apply a moderate to high resolution digital

still camera because they are much more commonly used then

high quality video cameras.
A schematic overview of the setup is given in Figure 1.

Because the screen is used as a controllable light sourtaltha
lows for detecting per pixel reflection directions, the piosi of

the screen with respect to the camera has to be known. Also, wetjon.

need the relation between the emitted and captured lighe tnb

Figure 2: Spherical projection. Left: screen as a naive window to
the virtual spherical area light source (top view). Middlscaled
illumination patterns for better intensity distributioriop view).
Right: schematic representation of the setup (perspeuiesg).

3.2 Color Calibration

As already mentioned, we require a linear relation betwden t
amount of emitted and captured illumination. Therefore wst fi
manually adjust the brightness, contrast and gamma pagesnaft
the screen and video card drivers to allow for a maximal iitgn
range, keeping in mind not to introduce unwanted non-litiear
The unavoidable minor non-linearities are finally compéesdor
by constructing a simple lookup-table.

Note that in the early days, LCD screens typically suffenexinf
emitting light in a view angle dependent fashion, which isesir-
able in our case. However, throughout the years the effédti
problem have been severely reduced, so we reasonably atisaime
every pixel functions as a diffuse light source.

4 Normals From Gradients

In this section we will explain how gradient illuninationterns
displayed on an LCD screen allow us to extract surface nommal
formation. We will start by explaining how light polarizati is ex-
ploited to separate diffuse from specular reflection, ag spécular
information is required by the method. Then we will illus&adow
normals of specular surfaces can be reconstructed fronmobge
light reflection in general, where more details will be gifengra-
dient illumination patterns in particular. Finally, we Wilescribe
the relevant implementation concepts.

4.1 Separating Specular and Diffuse

We scan mesostructures based on available specularitgmafo
However, typical materials are not purely speculant b
rather dichromatic; a combination of specular and diffusengo-

ear. Therefore we need to perform both a geometric and a color nents [Umeyama and Godin 2004]. Therefore we want to remove

calibration step in advance.

3.1 Geometric Calibration

Geometric calibration consists of determining the positiad ori-
entation of the screen with respect to the camera. Becawese th
screen is not visible to the camera, a spherical mirror isedaa
front of both components, in order to make them visible toheac
other. As such, the needed geometric relations can be ebtain
using known calibration techniques [Tarini et al. 2005; rfeieen

et al. 2007]. In order to find the internal camera parameteds a
the mesostructure’s supporting plane, we use a standaititazal
tion toolbox which makes use of a checkerboard pattern [Betig
2006].

the diffuse part, which is accomplished by exploiting lightariza-
tion.

The idea behind this is that the polarization direction acparly
reflected polarized light remains approximately unaltevdtereas
the diffuse reflection randomizes this direction. Hencerdmord-
ing the object illuminated by the vertically polarized Iligbf the

LCD screen, and aligning the filter with the polarizationf lsdthe

diffuse component together with the specular reflectioescap-
tured. Rotating the filter 90 degrees to a perpendiculactioe re-
sults in the capture of only the other half of the diffuse tiglithout

the specular component. By subtracting the latter from ¢henér,
the necessary specularities are easily be extracted. Mfaria-
tion on this topic can be found in [Wolff 1989b; Wolff 1989aaixar
et al. 1997; Umeyama and Godin 2004, lizuka 2002].
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Figure 3: Procedure overview. From left to right, a piece of orangenskiilluminated by pattern®; under both blocking and non-blocking
polarization directions, yielding recordings? and L?**. Then the specular imagds = L?® — L® are computed allowing for calculating
the ratio imagesk, and R,. These are finally converted into the normal map

4.2 Normal From Specularity

Given a detected specularity together with the corresponlight
source, camera, and mesostructure position, the corrdsmpnor-
mal can easily be reconstructed by applying the inverse fag-o
flection. This law states that the normakquals the halfway vector
between the viewing vectar and the reflection directiofi, as il-
lustrated in Figure 1. This is a well-known technique [Cheale
2006; Sanderson et al. 1988] and many extensions have been pr
posed to speed-up this technique using controllable egtkfight
sources [Ma et al. 2007; Francken et al. 2008b]. Our teclenigu
most similar to the method of [Ma et al. 2007], but requirely@n
simple and cheap setup as in [Francken et al. 2008b] insfdad,
as we will show in section 5, we require less image captures.

4.3 Reflection Direction from Gradients

In this section we will explain how we efficiently detect theesular
reflection direction for each pixel. The main idea is that dival

and horizontal gradient pattern are displayed on the sceaehthat
we find out to which pixel (region) the reflection vector psitd
“pick” that intensity. We will derive the resulting formudeof this
modification to the work of [Ma et al. 2007], making the teajue
applicable to a screen-camera setup.

4.3.1 Gradient Patterns

The gradient patterns we employ are constructed by progcti
linear dark to bright pattern of a virtual surrounding spterarea
light source to the screen, emulating a piece of this virtydiere
centered around the object. In order to exploit an as brogubss
sible range of intensity values, the linear patterns aranatty ad-
justed to the position of the screen which simulates a Vinigv
on the virtual light source, as shown in Figure 2. The exadhma
ematical definition is given by the following equations, W&,

and P, are the gradient in andy direction respectively, ané. is
the constant white pattern:

R 1 W
P@ = 3 (—Sm(gw) ; 1) )
N 1 Wz
Py(@) = 3 (sin(ah) + l) (2)
P.(@w) = 1 3)

@ = (wa,wy,w:) represents the normalized incident illumination
direction, and(2o0w,20%) is the window’s width and height ex-
pressed in radians (Figure 2).

4.3.2 Reflection Direction

In order to find for each pixel the reflection direction to extra
normal map, the object to be captured is illuminated by theeth
patternsP; with i € {z,y, c}. The reflected amount of light; in
the viewing directiort is given by:

(4)

wherer = 2(7 - ¥)it — U. S represents the specular isotropic lobe,
andF (&, ) = max (@ - 77, 0) is the foreshortening factor. Notice
that we assume that there is no interreflection, nor selfiehing
and that the recording is executed in a dark room without &nay s
light.

First we will execute a coordinate transforim to align 7 with
Z = (0,0, 1] to facilitate further derivations. The transforfis



computed by rotating the integration domé&into Q. The corre-
sponding matrix is defined &€ = [5,,7]" where3,i and7 are
orthogonal vectors with respect to eachother.

The functionsS and F" are rotationally invariant because they only
depend on thanglesbetween the argument vectors. This yields
S(r,&) = S(7,d") and F(&, 1) = F(&',7') where the added
apostrophe refer to the rotated versions of the vectorsiotiginal
integration domain. The patter® is not invariant to rotation, so
T has to be taken into account as followR(w) = P(T*w@') =
P(T*4"). As such, the equation is now written as:

Li() = / P(T'&")S(2, 3" F (&', /) d’ (5)
Ql

For the remainder of this section we will assume a narrowispec
lobe S. ThereforeF' (&', 7') can reasonably be assumed constant
(cr) in the small solid angle of. This assumption breaks down
in the case of grazing angles, but this is not a problem intjgec
because of the structure of our setup.

Further simplifications will depend on the illumination fexh P;
that is used. We derivB,, for thex-gradient, which is analogous to
that of P,. Afterfillingin P,, isolating some constants and splitting
the integral, we obtain:

Li(’ﬁ‘) = ﬁ?ﬂ'w) ‘/Q/ (W;Sw +w7/:tw —l—w;Tw)S(z, "j,) e’
+52 [ s(z,&) d’ (6)
2 @

Again by taking into account the narrownessSpfwe can state that
(WeSa + witz)S(2,3") = 0. This can easily be seen from the fact

thatd has almost to be aligned to have some response, meaning that

r. IS almost equal to 1 and sq andt, are neglible. Analogously
the simplified intergrayﬂ, w,S(Z,d") dJ' can be approximated by
fQ, S(z,&") d’. After applying these steps to both the horizontal
and vertical patterns we obtain the following simple ecuradi

L.(7) To
2 (sin(aw) + 1)

_ L) Ty
- 2 <sin(ah)+1>

Notice thatL. is the image taken under constant (or flood lit) illu-
mination:

L@) = / P@)SEHFG@ AT (9)
Q
— ¢ / S(z,&) d’ (10)
Q/

This factor is only necessary because of the structure gfatterns
due to the impossibility of emitting negative light.

As all the required paramaters for equation (7) and (8) arengi
except fromr, andr,, and knowing that' is a normalized vector,
the reflection directiom is found.

| technique | #image captures| cheap/simple |

[Morris and Kutulakos 2007] > 107 yes
[Wang and Dana 2006] > 103 no
[Chen et al. 2006] 35 — 200 yes
[Malzbender et al. 2001] 50 no
[Francken et al. 2008b] 10 — 30 yes
[Paterson et al. 2005] 8—15 yes
[Ma et al. 2007] 4—-8 no

Our approach 3—-6 yes

Table 1: Comparison of number of image captures necessary for
reconstructing a mesostructure.

4.4 Implementation

In practice the proposed procedure allows for a straigivdiod and
efficient implementation. For generating our results weehere-
ated a proof of concept implementation in Matlab as well as an
optimized C++ version. The important concepts of the metired
summarized in a five-step process:

1. Record object illuminated b¥., P, and P. underblocking
(L5, LY and L) andnon-blocking (L7°, L2* and L) polar-
izing filter orientations

2. Determine specular imagés,, L, andL.:

L, = L™-1} (12)
L, = L*-1I) (12)
L. = Lgb - Llé (13)
3. Determine ratio imageRB, = ﬁ—j andR, = i—z
4. For each pixel, fina:
re = sin(ow)(2R: — 1) (14)
ry = sin(on)(2Ry — 1) (15)
r, = 1—7r2—r2 (16)

5. For each pixel, calculate the normal(halfway vector be-
tween viewing dirg and reflection dir)

S
S

—+
+

—
n =

X))

<y

=

The overview shows the simplicity of the method, where oy s
input photographs and a few simple image operations sutiiobt
tain a normal map. Notice that in practice for “pure” specute-
terials, even three image recordings could suffice becdgsethe
diffuse images will be black. A graphical overview of ouratfighm

is depicted in Figure 3.

5 Results

In this section our presented method will be evaluated ohasa
well as on synthetically generated data sets. The real datap-
tured using a Canon EOS 400D camera, a cheap linear polariz-
ing filter and a standard 19 inch LCD screen. For evaluatirg th
real data, we compared our results with the technique ohjgken

et al. 2008b], which uses Gray coded patterns instead ofegriad



Figure 4: A picture of a glossy plastic button and its corresponding
normal map.

and can easily be applied to the same setup. The generatem pho
realistic synthetic data is rendered using the physicallseld ren-
derer PBRT [Pharr and Humphreys 2004]. We apply the Cook-
Torrance reflectance model with different parameter sgtiMis-
cellaneous scans of different mesostructures are depict&i-

ure 6.

5.1 Efficiency

First we will evaluate the efficiency of our method by compgri
to relevant previous work. We will focus on the number of im-
age acquisitions necessary to scan a moderate mesostruétar
overview is given in Table 1. Clearly our method has a high per
formance when considering the number of required input éasag
while maintaining a pleasing quality, as will be shown later

We will now compare our gradient based work to the Gray code
based work, where exactly the same setup is employed. FEitst n
that we are limited to sampling “only256 x 256 = 65536 different
light source positions because of the 8 hit color depth ofLii®
screen. As such we aratensitybound, whereas [Francken et al.
2008b] arescreen resolutioitbound (typically more than one mil-
lion samples are possible). However, in practiéé x 256 seems

to suffice more then adequately.

More important is the fact that the acquisition time of owhteique

is independenbf the number of light sources we want to sample
(N). We only needD(1) inputs compared t®(logN), which is a
considerable speedup for a large number of inputs. If forrgta
15000 samples are desired, we still need only 6 input imagese
the Gray code approach needs about 30.

5.2 Glossiness

Theoretically our technique works only for perfect reflest¢see
section 4). However, in practice it seems to behave well fassjer

w

N

Average normal error (degrees)

N

Glossiness

0 0.005 0.01 0.015 0.02 0.025 0.03
- Q00O

e O

Figure 5: Error comparison for glossy materials on synthetic ex-
amples under gradient and Gray coded illumination patterfise
average angular error of the normals is plotted in functidttoe
glossiness. The dashed curve shows the error of our gradient

method, where the solid curve shows the error of Gray codéd pa
terns.

where the convolution renders the patterns at a certaineraint
level totally useless.

In conclusion we note that, where in our approach the nornagism
will become blurrier for glossier materials, in the Gray eoap-
proach they will become noisier, which is typically worseoidé

in a normal map may cause visually distracting artefactsrwthe
normal map is used for relighting or for generating a deptip.ma
A blurrier normal map just over-smooths the surface, whicless
disrupting.

5.3 Sensitivity to Noise

The main drawback of the use of gradient patterns instead of
black/white binary patterns is that they are more sensitisensor
noise. However, the rather limited amount of input imagésna

for longer exposure times, avoiding deviating normals dusoise.
Still, it remains a more sensitive process.

5.4 Occlusion

Self-shadowing, or light that cannot reach the surface i is
occluded by the surface itself, causes dark regions wheawegot

materials as well. An example of a normal map scan of a glossy gather any information from. However, this is a general diisa-

plastic button is given in Figure 4.

In order to analyse the loss of quality in function of the gw&sing
glossiness (or roughness), we have provide a ground tratlnayv
tion on photo-realistic synthetic. In addition, a compamevalu-
ation is made for the use of Gray coded patterns. Figure 5show
plot of the average angular normal error with respect to thenp
truth, for both the gradient and Gray coded illumination.isTfig-
ure clearly shows that, except from extremely specular rizdgse
overall the gradient patterns outperform the Gray coded.ohkis
can be explained from the fact that broader specular lobeseca
more extensive pattern convolution, which more or less &egp
proximating the wanted center of the specular lobe (whictinés
reflection direction). This is not the case for Gray codegrat,

tage of all shape from reflection methods, and not espeaétlyis
method. The only thing we do about it is build up a confidencp ma
based on the per pixel darkness of the fully lit imade)( This
tells us how usefull every pixel is and we take this into actou
when cleaning up normal maps (bridge minor lapses, remoige no
etc.).

6 Conclusions and Future Work

We have presented a method that efficiently acquires specula
mesostructure normal maps, only making use of off-thef$taet-

ware components, namely a digital camera, an LCD screen and a
linear polarizing filer. Whilest current methods often riegispe-
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Figure 6: Results. Left: input images, Middle: normal maps, Rightiderings.



cialized hardware setups or need a high number of input isjage
ours only needs a cheap setup, while retaining a similaitgusVe
have verified the presented work on real world examples, and p
formed a ground thruth evaluation on photo-realistic sgtittdata.

In the near future, we would like to look into a technique farg:
ing the normals acquired from both specular and diffusectdies.
Both yield different normal maps for the same scene, but hamv ¢
they be merged to a single, and more correct, normal map?
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