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Abstract

We study queries to spatial databases, where spatial data are modelled as semi-
algebraic sets, using the relational calculus with polynomial inequalities as a basic
query language. We work with the extension of the relationalcalculus with ter-
minating transitive closures. The main result is that this language can express
the linearization of semi-algebraic databases. We also show that the sublanguage
with linear inequalities only can express all computable queries on semi-linear da-
tabases. As a consequence of these results, we obtain a completeness result for
topological queries on semi-algebraic databases.

1 Introduction

Spatial database systems [1, 8, 12, 24, 25, 42] are concernedwith the representation and
manipulation of data that has a geometric or topological interpretation. Conceptually,
spatial databases store geometric figures, which are possibly infinite sets of points in a
real spaceRn. The framework of constraint databases [34], introduced byKanellakis,
Kuper, and Revesz [27], provides an elegant and powerful model for spatial databases.
In the setting of the constraint model, a geometric figure is finitely represented as a
Boolean combination of polynomial equalities and inequalities over the real numbers.
Such figures are known as semi-algebraic sets. The special case of figures definable by
linear polynomials are known as semi-linear sets [6].

The relational calculus or first-order logic, expanded withpolynomial equalities
and inequalities and evaluated over the semi-algebraic sets (viewed as relations over
the reals) stored in the database, serves as a basic spatial query language, and is de-
noted by FO+POLY. The special case of queries expressed using linear equalities and
inequalities is denoted by FO+LIN. Several authors have argued that the restriction
to linear polynomial constraints provides a sufficiently general framework for spatial
database applications [21, 46, 47]. Indeed, in geographic information systems (GIS),
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which form one of the main application areas of spatial databases, linear representa-
tions are used to model spatial objects [34, Chapter 9]. Existing implementations of the
constraint model, for instance the work on the system DEDALE[19, 20, 21], are also
restricted to linear polynomial constraints. Indeed, for these constraints, the evaluation
of queries expressed in FO+LIN is conceptually easier and can be computed by nu-
merous efficient algorithms for geometric operations on linear figures [38]. The com-
putational complexity of evaluating an FO+LIN query on linear constraint databases
(NC1) is also slightly lower than that of evaluating an FO+POLY query on polynomial
constraint databases (NC) [2, 22, 41].

Since the expressive power of the basic query languages FO+POLY and FO+LIN is
rather limited [34, Chapter 5 and 6], it makes sense to consider more powerful exten-
sions.

Various extensions with recursion have been already introduced and studied. Grum-
bach and Kuper [18] defined syntactic variants of DATALOG with linear constraints
which capture exactly the queries on linear constraint databases in the plane, which
have PTIME and PSPACE data complexity. Kreutzer [30] definesseveral recursive
languages capturing PTIME and PSPACE on a restricted class of linear constraint da-
tabases. Termination properties of DATALOG with polynomial constraints are investi-
gated by Kuijpers, Smits, and Van den Bussche [31, 33].

In this paper, we study the expressive power of FO+POLY (and FO+LIN) extended
with the transitive closure operator TC. Transitive closure is a simple form of recursion
and we only apply it in a simple way, specifically, we do not apply TC to formulas with
extra free variables (parameters), as is allowed in the standard definition of transitive
closure logic [11].

In the first part of the paper, we show that when we extend the TCoperator with
explicit stop conditions, which we denote by TCS, the language FO+LIN+TCS is com-
putationally complete on the class of databases definable bylinear polynomials with
integer coefficients, orZ-linear databases for short. This means that for every partial
computable queryQ, there is a formulaϕ such that for everyZ-linear databaseD, the
evaluation ofϕ onD terminates if and only ifQ(D) is defined and results inQ(D).
It remains an open problem whether FO+LIN+TC (without explicit stop conditions) is
also computationally complete in this sense. We point out that recently, Kreutzer [29]
defined an extension of FO+LIN with a different transitive closure operator and proved
completeness on linear constraint databases as well (see the end of Section 3 for more
details).

In the second part of the paper, we investigate the expressive power of FO+POLY+
TCS on general polynomial constraint databases. In contrast to the linear case we have
not been able to establish the computationally completeness. Yet, we will show that
the language is complete as far as all Boolean topological queries are concerned.

In order to prove this result we show that there is a formula ofFO+POLY+TC
(no stop conditions are needed) that expresseslinearization: when evaluated on an
arbitrary semi-algebraic setA, it results in a semi-linear set̂A topologically equivalent
(i.e., homeomorphic) toA. Moreover,Â can be assumed to be aZ-linear set.

Importantly, our linearization formula always terminates, in the sense that on any
inputA, every application of the TC operator in the formula converges after a finite
number of stages. In caseA is bounded, the linearization formula can be sharpened so
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as to produce a set̂A that is arbitrarily close to the input setA.
The components of the linearization formula require a number of new geometric

constructions in FO+POLY. More specifically, we introduce the uniform cone radius
decomposition of semi-algebraic sets. Using the result of Geerts [14] we show that
this decomposition can be defined in FO+POLY. Also, we define the regular decom-
position of semi-algebraic sets and use the results of Rannou [39] to show that this
decomposition is expressible in FO+POLY.

The linearization algorithm also implies that semi-algebraic sets inRn can be lin-
earized, a fact which is known already for a long time [7]. Thestandard constructive
linearization (or triangulation) algorithm for semi-algebraic sets, which is attributed
to Hardt [26] can be found in the standard text book on real algebraic geometry [6,
Section 9.2] and in the more recent book on algorithms in realalgebraic geometry [3,
Chapter 5].

The difference with the existing linearization algorithm for semi-algebraic sets is
that the polynomials appearing in the description of the semi-algebraic sets are used
explicitly. This is not possible in our setting because we only can interact with the
semi-algebraic set using queries. Because of this, our algorithm is not likely to be as
efficient as the existing algorithm (we did not compute the exact complexity though).
Moreover, our linearization is based on the local conical behaviour of semi-algebraic
sets and the inductive construction based on these cones might be of interest to real
algebraic geometry.

Finally, we use the linearization formula to show the expressibility in FO+POLY+
TC of two common queries which are known not to be expressiblein FO+POLY: 1) we
show that the connectivity query on polynomial constraint databases is expressible by
an always terminating formula in FO+POLY+TC; 2) we show that there is a formula
in FO+POLY+TC which always has a terminating evaluation, and that evaluates on a
given bounded semi-algebraic setA to a number that is arbitrarily close to the volume
of A.

We remark that some of the above results were already described (in considerably
less detail) for two dimensions [16] and arbitrary dimensions [13].

This paper is organized as follows. Section 2 gives the definition of polynomial
constraint databases and defines the standard first-order query languages. Section 3
extends these languages with a transitive closure operator. Section 4 studies the com-
putational completeness of these extensions gives some inexpressibility results of the
first-order query languages. Section 5 provides geometric tools necessary for the lin-
earization construction. Section 6 presents the construction itself and discusses appli-
cations of linearization (testing connectivity and approximating the volume).

2 Preliminaries

We denote the set of real numbers byR, the set of algebraic numbers withA, the set
of integers withZ, and the set of natural numbers withN.

A semi-algebraic set inRn is a finite union of sets definable by conditions of the
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form

f1(~x) = f2(~x) = · · · = fk(~x) = 0, g1(~x) > 0, g2(~x) > 0, . . . , gℓ(~x) > 0,

where~x = (x1, . . . , xn) ∈ Rn, and wheref1(~x), . . . , fk(~x), g1(~x), . . . , gℓ(~x) are
multi-variate polynomials in the variablesx1, . . . , xn with integer coefficients. AZ-
linear (A-linear) set inRn is a semi-algebraic set which can be defined in terms of
linear polynomials withinteger(algebraic) coefficients.

A database schemaS is finite set of relation names, each with a given arity. A
polynomial constraint databaseD overS assigns to eachS ∈ S a semi-algebraic set
SD in Rk, wherek is the arity ofS. A Z-linear (A-linear) constraint databaseassigns
to eachS ∈ S aZ-linear (A-linear) setSD in Rk, wherek is the arity ofS. A k-ary
queryoverS is a partial functionQ, that maps each databaseD overS to a k-ary
relationQ(D) ⊆ Rk.

First-order logic over the vocabulary(+,×, 0, 1, <) expanded with the database
schemaS provides a basic query language which we denote by FO+POLY. The sublan-
guage of FO+POLY consisting of the formulas that do not use multiplication isdenoted
by FO+LIN.

Every formulaϕ(x1, . . . , xk) in FO+POLY expresses ak-ary query as follows: Let
D be a database overS, then

ϕ(D) = {(a1, . . . , ak) ∈ Rk | 〈R, D〉 |= ϕ(a1, . . . , ak)}.

Here, by〈R, D〉 we mean the standard structure of the reals〈R; +,×, 0, 1, <〉 ex-
panded with the relations (semi-algebraic sets) inD.

Example 2.1. Suppose thatS contains the binary relation nameS. Then theFO+
POLY formula

ϕ(x, y) ≡ ∃ε∀x′∀y′
(
ε > 0 ∧ ((x− x′)2 + (y − y′)2 < ε→ S(x′, y′))

)
,

expresses the query that maps any databaseD overS to the interior ofSD.

FO+POLY queries can be effectively evaluated as follows. Letϕ(x1, . . . , xk) be an
FO+POLY formula over schemaS, and letD be a database overS. For everyS ∈ S,
we represent the setSD by some quantifier-free polynomial constraint formulaψS(y1,
. . . , yk), wherek is the arity ofS, that definesSD in the sense thatSD = {(a1, . . . ,
ak) ∈ Rk | R |= ψS(a1, . . . , ak)}. Now replace inϕ every subformula of the form
S(z1, . . . , zk) byψS(z1, . . . , zk). Doing these replacements for everyS ∈ S we obtain
a polynomial constraint formula which we denote byϕD, and which definesϕ(D) in
the sense thatϕ(D) = {(a1, . . . , ak) ∈ Rk | R |= ϕD(a1, . . . , ak)}.

Because first-order logic over the reals admits quantifier elimination, we can rewrite
ϕD in a quantifier-free form from which we can conclude thatϕ(D) is always a semi-
algebraic set. This is called the closure principle. The reals without multiplication also
admit quantifier elimination, so in the same way, ifD is semi-linear andϕ is in FO+
L IN, then alsoϕ(D) is semi-linear. So, there is also a closure principle for FO+L IN

provided we work with semi-linear databases. For more information on FO+POLY and
FO+LIN queries we refer to the literature [34].
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3 Transitive Closure Logics

Many interesting spatial database queries are not expressible in the first-order query
languages FO+POLY and FO+LIN, e.g., the query that asks whether a given set is
topologically connected is not. Therefore, it makes sense to consider extensions of
FO+POLY (or FO+LIN) with recursion to obtain more powerful query languages. We
study one of the most simple recursion constructs in this context, i.e., the transitive
closure operator TC.

An immediate observation is that TC cannot be added just likethat with its standard
mathematical semantics, without losing the important closure principle.

Example 3.1. The transitive closure of the semi-algebraic set{(x, y) ∈ R2 | y = 2x}
equals{(x, y) ∈ R2 | ∃i ∈ N : y = 2ix}, which is not a semi-algebraic set.

Therefore, we look at the TC operator quite naturally as a programming construct
with a purely operational semantics. For example, we will look at the transitive closure
example just mentioned simply as a non-terminating computation. Almost all program-
ming languages allow the expression of non-terminating computations, and it is part of
the programmer’s job to avoid writing such programs.

A formula in FO+POLY+TC is a formula built in the same way as an FO+POLY

formula, but with the following extra formation rule: ifψ(~x, ~y) is a formula with~x, ~y
k-tuples of variables, and~s, ~t arek-tuples of terms, then

[TC~x;~y ψ](~s,~t) (1)

is also a formula which has as free variables those in~s and~t. Since the only free
variables inψ(~x, ~y) are those in~x and~y, we do not allow parameters in applications of
the TC operator, as is allowed in general transitive closurelogic studied in finite model
theory [11]. With parameters, it is not so clear how to preserve the simple and elegant
operational semantics we define next.

The semantics of a subformula of the above form (1) evaluatedon a databaseD is
defined in the following operational manner:

1. Evaluate, recursively,ψ(D).

2. Start computing the following iterative sequence of2k-ary relations:

X0 := ψ(D)

Xi+1 := Xi ∪ {(~x, ~y) ∈ R2k | ∃~z (Xi(~x, ~z) ∧X0(~z, ~y))}.

Stop as soon as ani has been found such thatXi = Xi+1.

3. The semantics of[TC~x;~y ψ](~s,~t) is now defined as the2k-ary relationXi.

Since every step in the above algorithm, including the test forXi = Xi+1, is express-
ible in FO+POLY, every step is effective and the only reason why the evaluation may
not be effective is that the computation does not terminate.In that case the semantics of
the formula (1) (and any other formula in which it occurs as subformula) is undefined.

The language FO+LIN+TC consists of all FO+POLY+TC formulas that do not use
multiplication.
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Example 3.2. LetS be a relation name of arityn. Consider the followingFO+POLY+
TC formula:

connected ≡ ∀~s∀~t
((
S(~s) ∧ S(~t)

)
→ [TC~x;~y lineconn](~s,~t)

)

wherelineconn(~x, ~y) is the formula

∀λ
(
0 ≤ λ ≤ 1 ∧ ∀~t(~t = λ~x + (1 − λ)~y → S(~t))

)
.

In Section 6.5, we will prove that theTC-subformula inconnected terminates on all
linear constraint databases overS. Note that a pair of points(~p, ~q) belongs to the
TC of lineconn(D) (with D semi-linear) if and only if~p and~q belong to the same
connected component ofSD. Hence,connected effectively expresses connectivity of
semi-linear sets.

We will sometimes want to be able to specify an explicit termination condition on
transitive closure computations. To this end we introduce the language FO+POLY+
TCS.

Formulas in FO+POLY+TCS are again built in the same way as in FO+POLY but
with the following extra formation rule: ifψ(~x, ~y) is a formula with~x, ~y k-tuples of
variables;σ is an FO+POLY sentence (formula without free variables) over the schema
S expanded with a special2k-ary relation nameX ; and~s,~t arek-tuples of terms, then

[TC~x;~y ψ | σ](~s,~t) (2)

is also a formula which has as free variables those in~s and~t. We call σ the stop
conditionof this formula.

The semantics of a subformula of the above form (2) evaluatedon databasesD is
defined in the same manner as in the case without stop condition, but now we stop not
only in case ani is found such thatXi = Xi+1, but also in case ani is found such that
(D,Xi) |= σ, whichever case occurs first.

Example 3.3. LetS be a relation name of arityn in S, and consider theFO+POLY+
TCS formula

ϕ1(s, t) ≡ [TCx;y S](s, t) (3)

and the formula
ϕ2(s, t) ≡ [TCx;y S | X(1, 8)](s, t). (4)

On the databaseD overS whereSD = {(x, y) ∈ R2 | y = 2x}, the evaluation of
formula (3) does not terminate, but formula (4) evaluates in3 iterations to{(s, t) ∈
R2 | t = 2s ∨ t = 4s ∨ t = 6s ∨ t = 8s}. An illustration is given in Figure 1.

The language FO+LIN+TCS consists of all FO+POLY+TCS formulas that do not
use multiplication.

An alternative way of controlling the computation of the transitive closure is pro-
vided by Kreutzer [29]. He allows a parametrized transitiveclosure operator in which
the computation of the transitive closure can be restrictedto certain paths (after speci-
fying certain starting points).
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Figure 1: Illustration of the difference between transitive closure without stop condition
(left) and with stop condition (right).

It can be easily seen that any formula in FO+LIN+TC or FO+POLY+TC can be
expressed by an equivalent formula in the corresponding logics of Kreuzer [17]. More-
over, the transitive closure logic FO+LIN+KTC (the “K” stands for “Kreutzer”) is
computationally complete onZ-linear constraint databases [29]. As we will see in
the next Section, the same completeness result holds for FO+L IN+TCS. Hence, FO+
L IN+KTC and FO+LIN+TCS are equally expressive onZ-linear constraint databa-
ses. Although this similarity, the way in which queries are expressed is quite different.
Indeed, FO+LIN+KTC has an “a-priori” character becausestartingpoints have to be
properly selected in order to obtain terminating formula. In FO+LIN+TCS, termina-
tion is forced by thestopconditions, which are of an “a-posteriori” character.

We point out that termination properties of these logics on general polynomial con-
straint databases have already been studied [17]. However,a complete comparison of
these logics on polynomial constraint databases is left open.

4 Expressivity Results

In this section, we show a general result on the expressive power of FO+LIN+TCS.
More specifically, we prove that FO+LIN+TCS is computationally complete onZ-
linear constraint databases (Theorem 1). The proof consists of three steps. In the first
step, we show that any computable function on the natural numbers can be simulated in
FO+LIN+TCS (Lemma 1). In the second step, we show that there exists an encoding of
Z-linear constraint databases by finite sets of rational numbers, and show that both the
encoding and the corresponding decoding are expressible inFO+LIN+TCS (Lemma 2
and Lemma 3). This implies that FO+LIN+TCS is computationally complete onZ-
linear constraint databases.

For polynomial constraint databases we show that FO+POLY+TCS is computa-
tionally complete for Boolean topological queries. This follows from the complete-
ness onZ-linear constraint databases and the existence of an FO+POLY+TC query
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that, given any polynomial constraint database as input, returns aZ-linear constraint
database which is topologically equivalent to the input. Inthis section we show that
this “linearization query” is not expressible in FO+POLY. The FO+POLY+TC con-
struction of the linearization query will be presented in Section 6 (with preparations in
Section 5.1).

4.1 Recursive Functions on the Natural Numbers

We first show that FO+LIN+TCS is computationally complete on the set of natural
numbersN.

Lemma 1. For every partial computable functionf : Nk → N there exists a formula
ϕf (y) in FO+LIN+TCSover the schemaS = {S}, with S a k-ary relation, such that
for any databaseD overS with SD = {(n1, . . . , nk)}, we have thatϕf (D) is defined
if and only iff(n1, . . . , nk) is defined, and in this caseϕf (D) = {f(n1, . . . , nk)}.

Proof. We show this by simulating the run of a non-deterministicp-counter machine
Mf which computesf . HereMf = (Q, δ, q0, qf ) whereQ is a finite set of internal
states,q0 ∈ Q is the initial state, andqf ∈ Q is the final (halting) state. The set
δ contains quadruples of the form[q, i, s, q′] ∈ Q × {1, . . . , p} × {Z,P} × Q or
[q, i, d, q′] ∈ Q × {1, . . . , p} × {−,+} × Q. The quadruple[q, i, s, q′] means that
if Mf is in stateq and theith counter is equal to zero (whens = Z), or positive
(whens = P ), then change the state intoq′. The quadruple[q, i, d, q′] means that
if Mf is in stateq, then increase theith counter by one (whend = +) or decrease
the ith counter by one (whend = −), and change the state intoq′. We assume that
Q = {0, 1, . . . ,m− 1,m}, q0 = 0 andqf = m. Moreover, we assume thatp > k and
that the initial configuration ofMf when computingf(n1, . . . , nk) hasn1, . . . , nk as
the values of the firstk counters. When a halting state is reached, we assume that the
first counter containsf(n1, . . . , nk).

We define the first-order formulaΨstep(q, n1, . . . , np, q
′, n′

1, . . . , n
′
p) which de-

scribes a single step in a run ofMf . The formulaΨstep is the disjunction of the
following formulas for[q, i, s, q′] and[q, i, d, q′] in δ:

Ψ[q,i,Z,q′] ≡ Q(q) ∧Q(q′) ∧ n′
i = ni = 0 ∧

∧

j∈{1,...,i−1,i+1,...,p}
nj = n′

j ,

Ψ[q,i,P,q′] ≡ Q(q) ∧Q(q′) ∧ n′
i = ni > 0 ∧

∧

j∈{1,...,i−1,i+1,...,p}
nj = n′

j ,

Ψ[q,i,+,q′] ≡ Q(q) ∧Q(q′) ∧ n′
i = ni + 1 ∧

∧

j∈{1,...,i−1,i+1,...,p}
nj = n′

j ,

Ψ[q,i,−,q′] ≡ Q(q) ∧Q(q′) ∧ n′
i = ni − 1 ∧

∧

j∈{1,...,i−1,i+1,...,p}
nj = n′

j .

We use the stop conditionσ which checks whether the final state has been reached
starting form the initial state:

σ ≡ ∃y1 · · · ∃yp∃n1 · · · ∃nk

(
S(n1, . . . , nk)∧X(0, n1, . . . , nk,~0p−k,m, y1, . . . , yp)

)
.
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Here,~0ℓ denotes theℓ-tuple(0, . . . , 0).
The desired formulaϕf (y) extractsf(n1, . . . , nk) from the first counter (repre-

sented by the variabley) when the stop condition is satisfied:

∃y2 · · · ∃yp∃n1 · · · ∃nk

(
S(n1, . . . , nk)

∧ [TCq,~n;q′,~n′ Ψstep | σ](0, n1, . . . , nk,~0p−k,m, y, y2, . . . , yp)
)
.

4.2 Finite Representation ofZ-linear Constraint Databases

Lemma 2. There exists an encoding ofZ-linear constraint databases into finite re-
lational databases over the rationals, and a correspondingdecoding, which are both
expressible inFO+LIN+TCS.

Proof. It was shown by Vandeurzen et al. [46, 48] that anyZ-linear set inRn has a fi-
nite geometric representation by means of a finite set overQ consisting of(n+1)2-ary
tuples. Basically, this geometric representation contains the projective coordinates1 of
a complete triangulation of theZ-linear set. Moreover, this representation can be ex-
pressed in FO+POLY. Vandeurzen et al. [46, 48] actually show that this representation
can be expressed in an extension of FO+LIN with some limited amount of multiplica-
tive power. Also, the corresponding decoding, which computes theZ-linear constraint
database given its finite geometric representation, can be expressed in this logic.

Hence, the lemma follows, if we can show that FO+LIN+TCS can perform this
limited amount of multiplication.

More specifically, we have to be able to express the multiplication of rationalsqi
from a finite setS = {q1, . . . , qm} with a real numberx, i.e., qix for i = 1, . . . ,m.
First, we express how integersni anddi can be computed in FO+LIN+TCS such that
qi = ni

di
for i = 1, . . . ,m.

We assume that all rational numbers in the setS are positive. The case of all neg-
ative rational numbers is completely analogous. If both positive and negative rational
numbers occur in the set, we separate the positive from the negative and treat both sets
separately.

Consider the following enumerationenum of pairs of natural numbers:enum is a
mapping fromN× N to N× N defined by

enum : (i, j) 7→
{

(i+ 1, j − 1) if j > 0;

(0, i+ 1) if j = 0.

For every pair(p, q) ∈ N × N there clearly existsk ∈ N, such thatenumk(0, 0) =
(p, q). We shall interpret(p, q) as the rational numberpq in caseq 6= 0, and as0
otherwise.

1Projective coordinates are used to deal with unbounded databases and the unbounded simplices in their
triangulation.
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Given a rational numberq and two natural numbersn andd, we can test in FO+
L IN+TCS whetherq = n

d . This test can be performed as follows. Letfrac : R3 → R3

be the mapping defined as

frac : (q, j, v) 7→ (q, j − 1, v + q).

Then for a givenq ∈ Q, andn, d ∈ N we have thatq = n
d if and only if fracd(q, d, 0) =

(q, 0, n).
To find the numerator and denominator of a rational numberq, we will enumerate

all pairs of natural numbers(n, d) = enumk(0, 0), k = 0, 1, . . . and test for each pair
whetherfracd(q, d, 0) = (q, 0, n). For this, we combineenum andfrac into a partial
mappingtryall : R5 → R5 defined as

(q, i, j, u, v) 7→
{

(q, i, j, u′, v′) with (q, u′, v′) = frac(q, u, v), if u > 1,

(q, i′, j′, j′, 0) with (i′, j′) = enum(i, j), if u = 0.

We claim thatq = n
d for n, d ∈ N if and only if tryallk(q, 0, 0, 0, 0) = (q, n, d, 0, n).

Indeed, starting from(q, 0, 0, 0, 0) the iterates oftryall behave as follows. Suppose
we are at thekth iterate. If the third coordinate oftryallk(q, 0, 0, 0, 0) is zero, a
new pair of natural numbers is generated (using theenum mapping). Assume that
tryallk+1(q, 0, 0, 0, 0) = (q, i, j, j, 0) and suppose thatj > 0 (otherwise we jump
to a new pair of natural numbers immediately). Then, using the frac mapping we
end up afterj more iterations attryallk+j+1(q, 0, 0, 0, 0) = tryallj(q, i, j, j, 0) =
(q, i, j, 0, jq) (frac reduces the 4th coordinate with one in each iteration). Notethat
if i = jq, then we have found a numeratori and denominatorj of q. In any case, we
move on totryallk+j+2(q, 0, 0, 0, 0) = (q, i′, j′, j′, 0) where(i′, j′) is the next pair of
natural numbers, and the above process starts again. In thisway, the iterates oftryall
visit every pair of natural numbers starting from(q, 0, 0, 0, 0); between two consecu-
tive pairs it is checked whether the first pair is a numerator/denominator pair forq. The
mappingtryall can clearly be expressed by an FO+LIN formula,

ψtryall(q, i, j, u, v, q
′, i′, j′, u′, v′),

expressing thattryall(q, i , j , u, v) = (q ′, i ′, j ′, u ′, v ′).
Let Ψ(q, i, j, u, v, q′, i′, j′, u′, v′) be the formula:

q > 0 ∧ i > 0 ∧ j > 0 ∧ i′ > 0 ∧ j′ > 0 ∧ u > 0 ∧ q = q′

∧ ψtryall(q, i, j, u, v, q
′, i′, j′, u′, v′).

Given a finite set of rational numbersS = {q1, . . . , qm}, we obtain a denominator
and numerator for all these numbers by taking the transitiveclosure

[TCq,i,j,u,v;q′,i′,j′,u′,v′ Ψ | σ](~s,~t), (5)

where~s and~t are5-tuples of variables, and where

σ ≡ ∀q(S(q) → ∃n∃dX(q, 0, 0, 0, 0, q, n, d, 0, n)).
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This condition stops the computation of the transitive closure ofΨ when for each ratio-
nal numberq in S, there exists ak such thattryallk(q, 0, 0, 0, 0) = (q, n, d, 0, n), or
in other words, when a pair of natural numbers(n, d) has been encountered such that
q = n

d . If multiple pairs(n, d) represent the same rational number inS, we select the
pair with the smallest value ofn. Thus, we obtain for eachq ∈ S a unique denominator
and numerator.

We are now ready to show how to express the multiplication of rational numbers
from a finite setS with a real number. By what we just showed, we may assume that the
rational numbers are represented as numerator/denominator pairs, i.e., we may assume
thatS = {(n1, d1), . . . , (nm, dm)}.

Let max be the largest natural number occurring inS. We first compute any multi-
plication of the formrn with r ∈ R, andn ∈ {0, 1, . . . ,max}.

For this, we define the following formulanatmult(x, y, z, x′, y′, z′):

x = x′ ∧ y′ = y − 1 ∧ z′ = z + x

∧ ∃max
(
∃n(S(max, n) ∨ S(n,max))

∧ ∀n∀d(S(n, d) → n 6 max∧d 6 max) ∧ 0 6 y ∧ y 6 max
)
.

Then the formula

mult(a, b, c) ≡ [TCx,y,z;x′,y′,z′ natmult](a, b, 0, a, 0, c)

holds if and only ifab = c, for a ∈ R, b ∈ N andb 6 max. In this way, we can
retrieve any multiple up tomax of any real number.

Finally, we defineratmult(z, y, n, d) ≡ ∃u(mult(z, d, u) ∧ mult(y, n, u)).
This formula holds for(z, y, n, d) if and only if z = yq with z, y ∈ R, andq = n

d with
(n, d) ∈ S.

4.3 Natural Number Representation

Lemma 3. There exists an encoding of finite relations over the rational numbers into
single natural numbers, and a corresponding decoding, which are both expressible in
FO+LIN+TCS.

Proof. We assume that the relation to be encoded involves positive rational num-
bers only. The general case can be dealt with by splitting therelation into “sign-
homogeneous” pieces, dealing with each piece separately, and encoding the tuple of
natural numbers obtained for each piece again into a single natural number.

In the proof of Lemma 2, we have seen that we can go in FO+LIN+TCS from ratio-
nal numbers (out of a finite set) to denominator/numerator pairs and back. Hence, we
can actually assume that the relation to be encoded involvespositive natural numbers
only.

We will encode this in two steps. In the first step, we encode a finite relation over
N into a finite subset ofN. In the second step, we encode a finite subset ofN into a
single natural number. Since queries can be composed, we cantreat these two encoding
steps (and their corresponding decoding steps) separately.

11



Encoding, first step A finite k-ary relations overN can be encoded into a finite
subsetEnc1(s) of N:

Enc1(s) := {
k∏

i=1

pni

i | (n1, . . . , nk) ∈ s}.

Here,pi denotes theith prime number.
Now letS be ak-ary relation name. We will construct an FO+LIN+TC formulaǫ1

over{S} such that for any databaseD whereSD is finite and involves natural numbers
only, ǫ1(D) = Enc1(S

D). For notational simplicity, we give the construction only for
the casek = 2; the general case is analogous.

Consider the following formulaψ(x1, x2, y, x
′
1, x

′
2, y

′):

∃u1∃u2(S(u1, u2) ∧ x1 ≤ u1 ∧ x2 ≤ u2)

∧ ((x1 > 0 ∧ x′1 = x1 − 1 ∧ x′2 = x2 ∧ y′ = 2y)

∨ (x1 = 0 ∧ x2 > 0 ∧ x′1 = x1 ∧ x′2 = x2 − 1 ∧ y′ = 3y)).

Here,y′ = 2y is an abbreviation fory′ = y + y, and similarly fory′ = 3y; note that 2
and 3 are the first two prime numbers.

We now define the mappingp(x1, x2, y) = (x′1, x
′
2, y) if and only ifψ(x1, x2, y, x

′
1,

x′2, y
′). As long ask 6 x1, we have thatpk(x1, x2, y) = (x1 − k, x2, y2

k). As soon as
k > x1, pk(x1, x2, y) is undefined. Ifk = x1, we can compute further iterates and have
thatpk+ℓ(x1, x2, y) = pℓ(0, x2 − ℓ, y2x13ℓ) as long asℓ 6 x2. Iterates become again
undefined in caseℓ > x2. Finally, if ℓ = x2 thenpk+ℓ(x1, x2, y) = (0, 0, y2x13x2) and
we obtain the encoding for(x1, x2) for y = 1. No further iterates are defined starting
from (0, 0, y′).

We will compute the iterates ofp using transitive closure and check for each(n1, n2)
whether there exists ak such thatpk(n1, n2, 1) = (0, 0, y). More specifically, the de-
sired formulaǫ1(y) is equal to

∃n1∃n2

(
S(n1, n2) ∧ [TCx1,x2,y;x′

1,x′

2,y′ ψ](n1, n2, 1, 0, 0, y)
)
.

The discussion above shows that this formula gives the correct answer. The condi-
tion S(u1, u2) ∧ x1 ≤ u1 ∧ x2 ≤ u2 in ψ bounds the values ofx1 andx2 and hence
ensures that the transitive closure computation always terminates.

Decoding, first step LetS be a unary relation name. We will construct an FO+LIN+TC
formulaδ1 over{S} such that for any databaseD whereSD equalsEnc1(r) for some
r, we haveδ1(D) = r. As above we keep with the casek = 2.

Consider now the following formulaψ(x1, x2, y, x
′
1, x

′
2, y

′):

x1 ≥ 0 ∧ x2 ≥ 0 ∧ y ≥ 1 ∧ ((x′1 = x1 + 1 ∧ x′2 = x2 ∧ y′ = 2y)

∨ (x′1 = x1 ∧ x′2 = x2 + 1 ∧ y′ = 3y)) ∧ ∃u(S(u) ∧ y′ ≤ u)

A similar analysis as forEnc1 shows that when we defineq(x1, x2, y) = (x′1, x
′
2, y

′)
if and only if ψ(x1, x2, y, x

′
1, x

′
2, y

′), the iterates ofq satisfyqk(0, 0, 1) = (n1, n2, u)
if and only if u = 2n13n2 .
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Then the desired formulaδ1(n1, n2) is

∃u(S(u) ∧ [TCx1,x2,y;x′

1,x′

2,y′ ψ](0, 0, 1, n1, n2, u)).

The condition∃u(S(u) ∧ y′ ≤ u) in ψ bounds the value ofy′ and hence ensures the
termination of the computation of the transitive closure.

Encoding, second step A finite ordered subsets = {n1, . . . , nℓ} of N can be en-
coded into a single natural numberEnc2(s) :=

∏ℓ
i=1 p

ni

i .
Let S be a unary relation name. We will construct an FO+LIN+TCS formulaǫ2

over {S} such that for any databaseD whereSD is a finite subset ofN, we have
ǫ2(D) = {Enc2(S

D)}.
We will use the following auxiliary FO+LIN+TCS formulas; we will explain how

to get them later (except formin andmax which are easy to get).

• Formulascard, min, andmax over{S}, with the property that for anyD where
SD is finite of cardinalityℓ: card(D) = {ℓ}; min(D) = {minSD}; and
max(D) = {maxSD}.

• Formulasprime, mult, andnat, over{M}, withM a unary relation name, with
the property that for anyD whereMD = {m} is a natural number singleton:

– prime(D) = {pm};

– mult(D) = {(x, y, z) ∈ R3 | xy = z andy ∈ N andy ≤ m}; and

– nat(D) = {0, 1, 2, . . . ,m}.

• Formulapow over{M,M2}, with M , M2 unary relation names, with the prop-
erty that for anyD whereMD = {m} andMD

2 = {m2} are natural number
singletons:pow(D) = {(x, y, z) ∈ R3 | xy = z & x ∈ N & x ≤ m & y ∈
N & y ≤ m2}.

Using composition, we also obtain:

• maxprime ≡ prime(card), definingpℓ whereℓ is the cardinality ofS;

• nat′ ≡ nat(maxprime), defining{0, 1, 2, . . . , pℓ}; and

• pow′ ≡ pow(maxprime, max), defining exponentiation of natural numbers≤ pℓ

by natural numbers≤ maxS.

We furthermore construct the following formulas:

• mult′, obtained frommult by replacing each occurrence of a subformulaM(u)
by

∃pℓ∃m(maxprime(pℓ) ∧ max(m) ∧ pow′(pℓ,m, u))

This formula defines multiplication by natural numbers≤ pmax S
ℓ .

• isprime(p), which defines{p1, p2, . . . , pℓ}:

nat′(p)∧ p > 1∧¬∃u∃v(nat′(u)∧nat′(v)∧u > 1∧ v > 1∧mult′(u, v, p)).
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• succ(x, x′), which specifies the next element afterx in S (or max(S) + 1) and
is given by the formula

(¬max(x) ∧ S(x′) ∧ x < x′

∧ ¬∃x′′(S(x′′) ∧ x < x′′ < x′)) ∨ (max(x) ∧ x′ = x+ 1).

• next(p, p′), which specifies the next prime number greater thanp and smaller or
equal thanpℓ (or pℓ + 1) and is given by the formula

(¬maxprime(p) ∧ isprime(p′) ∧ p < p′

∧ ¬∃p′′(isprime(p′′) ∧ p < p′′ < p′)) ∨ (maxprime(p) ∧ p′ = p+ 1).

We need to compute the product
∏ℓ

i=1 p
ni

i . Consider now the following formula
ψ(x, p, y, x′, p′, y′):

S(x) ∧ succ(x, x′) ∧ next(p, p′) ∧ ∃y′′(pow′(p, x, y′′) ∧ mult′(y, y′′, y′)).

Note that the variablesy andy′ are related byy′ = pxy. In order to find the desired
product we have to compute the transitive closure ofψ and check whichy′-value is
in the transitive closure with(n1, 2, 1) and(m + 1, pℓ + 1, y′). More explicitly, the
desired formulaǫ2(n) is

∃n1∃m∃pℓ(min(n1) ∧ max(m) ∧ maxprime(pℓ)

∧ [TCx,p,y;x′,p′,y′ ψ](n1, 2, 1,m+ 1, pℓ + 1, n)).

It remains to show how the auxiliary formulas can be constructed. Formulacard(ℓ)
can be written as

∃n1∃m(min(n1) ∧ max(m)

∧ [TCx,c;x′,c′ S(x) ∧ succ(x, x′) ∧ c′ = c+ 1](n1, 0,m+ 1, ℓ)),

wheresucc(x, x′) is as above.
From the computationally completeness of FO+LIN+TCS (Lemma 1), we derive

directly the formulaprime.
For formulamult, consider the following formulaψ(x, y, u, x′, y′, u′):

x′ = x ∧ y′ = y − 1 ∧ u′ = u+ x ∧ 0 < y ∧ ∃m(M(m) ∧ y ≤ m)

Thenmult(x, y, z) is [TCx,y,u;x′,y′,u′ ψ](x, y, 0, x, 0, z).
Formulanat(n) can be written as

n = 0 ∨ [TCx;x′ (0 ≤ x ∧ ∃m(M(m) ∧ x < m) ∧ x′ = x+ 1)](0, n).

Finally, for formulapow, consider the following formulaψ(x, u, v;x′, u′, v′):

nat(x) ∧ ∃m(M(m) ∧ x < m) ∧ 0 ≤ u ∧ ∃m2

(M2(m2) ∧ u < m2) ∧ u′ = u+ 1 ∧ mult(v, x, v′).

Thenpow(x, y, z) is (y = 0 ∧ z = 1) ∨ [TCx,u,v;x′,u′,v′ ψ](x, 0, 1, x, y, z).
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Decoding, second step Let E be a unary relation name. We will construct an FO+
L IN+TCS formulaδ2 over{E} such that for any databaseD whereED is a singleton
{e} such thate equalsEnc2(s) for somes, we haveδ2(D) = s.

By Lemma 1, we have formulashighprime andhighexp over{E} such that for
anyD as above, we havehighprime(D) = {pℓ} andhighexp(D) = {m}, wherepℓ

is the highest prime factor ofe, andm is the highest exponent of a prime number in the
prime factorization ofn. Composing the formulapow of above with these two formu-
las, we obtain a formula defining exponentiation of natural numbers≤ pℓ by natural
numbers≤ m, which we again denote bypow′. Also, analogously to the way we con-
structed the formulaisprime of above, we obtain a formula defining{p1, p2, . . . , pℓ},
which we again denote byisprime.

We need a formuladivisor that finds all divisors of a natural number. First,
consider the following formulaψ(u, v, u′, v′):

0 ≤ u ∧ ∃e(E(e) ∧ u ≤ e) ∧ v ≥ 1 ∧ v′ = v ∧ u′ = u− v

and letdivisor(d) be the formula

∃e(E(e) ∧ [TCu,v;u′,v′ ψ](e, d, 0, d)).

Then, the desired formulaδ2(n) is

∃p(isprime(p) ∧ ∃d(pow′(p, n, d) ∧ divisor(d))

∧ ¬∃n′∃d′(pow′(p, n′, d′) ∧ divisor(d′) ∧ n′ > n)).

4.4 Completeness Result forZ-linear Constraint Databases

Theorem 1. For every partially computable queryQ on Z-linear constraint databa-
ses, there exists anFO+LIN+TCS formulaϕ such that for each databaseD, ϕ(D) is
defined if and only ifQ(D) is, and in this caseϕ(D) andQ(D) are equal.

Proof. The proof follows directly from the lemmas above, as is illustrated in the fol-
lowing diagram. LetD be aZ-linear constraint database over a schemaS = {S1, . . . , Sk},
andQ an arbitrary partially computable query.

D
Q−−−−−−→ Q(D)

(Lemma 2)

y
x(Lemma 2)

{S1,fin, . . . , Sk,fin} Sfin

(Lemma 3)

y
x(Lemma 3)

(n1, . . . , nk) ∈ Nk fQ−−−−−−→
(Lemma 1)

nQ(D) ∈ N
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Figure 2: LetA be the circle (dark grey). Left: an algebraicε-approximation; Middle:
a rationalε-approximation; Right: an algebraic linearization (right).

First, eachi = 1, . . . , k, SD
i is encoded in a finite relationsSi,fin, which in its turn is

encoded in a natural numberni. In this way, ak-tuple(n1, . . . , nk) is obtained. Since
Q is computable, there exists a partial computable functionfQ which implementsQ
on these encodings. LetnQ(D) be the result offQ on input(n1, . . . , nk). This integer
is decoded into a finite relationSfin which in its turn is decoded in aZ-linear constraint
databaseD′. This database is then the result of the queryQ on the input databaseD,
i.e.,D′ = Q(D).

4.5 Implications for Polynomial Constraint Databases

For polynomial constraint databases we cannot prove completeness and have to settle
for less. Although finite representations of polynomial constraint databases exist, it is
not known whether a finite encoding can be expressed in FO+POLY+TCS.

LetA be a semi-algebraic set inRn. An algebraic linearizationofA is anA-linear
setÂ in Rn, such thatA andÂ are topologically equivalent. Arational linearization
of A is aZ-linear setÂrat in Rn, such thatA andÂrat are topologically equivalent.

For~x ∈ Rn, we define‖~x‖ =
√
x2

1 + · · · + x2
n. A linearization approximates the

setA also from a metric point of view if the following condition issatisfied: for every
point ~p in A, ‖~p − h(~p)‖ < ε for a fixedε > 0, wereh is a homeomorphism ofRn,
such thath(A) = Â. If this condition is satisfied for a (rational) linearization, we call
this linearization a(rational)ε-approximationof the setA. We will denote rational and
algebraicε-approximations respectively bŷArat,ε andÂε.

Example 4.1. Consider the planar semi-algebraic setA = {(x, y) ∈ R2 | x2 + y2 =

2}. Let ε = 1
2 . In Figure 2, we have drawn an algebraicε-approximationÂε =

{(x, y) ∈ R2 | max{|x|, |y|} =
√

2}, a rationalε-approximationÂrat,ε = {(x, y) ∈
R2 | max{|x|, |y|} = 1}, and a linearizationÂ which is not anε-approximation.

Algebraic and rational linearizations exist for any semi-algebraic set. This is no
longer true forε-approximations, where the existence is only guaranteed for bounded
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semi-algebraic sets. Consider, e.g., the semi-algebraic set {(x, y) ∈ R2 | y = x2}.
It is easy to see that this parabola cannot be approximated bya finite number of line
segments, and hence has noε-approximation for anyε > 0.

Let S = {S}, with S an n-ary relation name. We define for any polynomial
constraint databaseD overS, analgebraic (rational) linearization queryQlin (Qrat-lin),
as a query such thatQrat(D) (Qrat-lin(D)) is an algebraic (rational) linearization ofSD.

Similarly, for anyε > 0 and any polynomial constraint databaseD overS such that
SD is a bounded semi-algebraic set, we define analgebraic (rational)ε-approximation
queryQε (Qrat,ε), as a query such thatQε(D) (Qrat,ε(D)) is an algebraic (rational)ε-
approximation ofSD,

It is an open question whether some algebraic or rational linearization query can
be expressed in FO+POLY. With respect to theε-approximation query, neither the
algebraic, nor the rational version can be expressed in FO+POLY.

Proposition 1. Let ε > 0 be a real number. Noε-approximation query is expressible
in FO+POLY.

Proof. Let S = {S}, with S a binary relation name. LetD be a polynomial constraint
database overS. Consider the following FO+POLY formulas overS:

• A formulacircle such that for any databaseD overS, circle(D) is either the
circle through the points ofSD, if SD consists of three non-collinear points, or
circle(D) = ∅. This formula is easily seen to be in FO+POLY.

• A formulacornerpointssuch that for any databaseD overS, corner-points(D)
is either the set of points in whichSD is not locally a straight line, in caseSD is
semi-linear, orcornerpoints(D) = ∅, otherwise. By a result of Vandeurzen et
al. [10], it is expressible in FO+POLY whether a semi-algebraic set is semi-linear.
Hence,cornerpoints is expressible in FO+POLY.

Assume that the queryQε (and similarly,Qrat,ε) is expressible in FO+POLY. Let
ε-approx be the formula which expressesQε. Then the formula

ϕ ≡ cornerpoints(ε-approx(circle))

is also in FO+POLY. However, the number of points inϕ(D), |ϕ(D)|, can be made
arbitrarily large by choosingD such thatSD consist of three points far enough apart.
This contradicts the Dichotomy Theorem of Benedikt and Libkin [4], which guarantees
the existence of a polynomialpϕ such that|ϕ(D)| < pϕ(|SD|) = pϕ(3) in case|ϕ(D)|
is finite.

In contrast to the negative expressiveness result in Proposition 1, we will prove that
all kinds of linearizations are expressible in FO+POLY+TC. Indeed, in Section 6 we
show that there exists

• an FO+POLY+TC expressible algebraic linearization query (Theorem 7);

• an FO+POLY+TC expressible rational linearization query (Theorem 10);
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• an FO+POLY+TC expressible algebraicε-approximation query (Theorem 8);
and

• an FO+POLY+TC expressible rationalε-approximation query (Theorem 11).

We shall denote the FO+POLY+TC formula which expresses the rational lineariza-
tion byratlin. LetQ be a partially computable Boolean topological query. SinceQ
is partially computable, it is in particular partially computable onZ-linear constraint
databases, and therefore, by Theorem 1 expressible on thesedatabases by a formula
ϕQ in FO+LIN+TCS.

BecauseQ is topological,Q(D) is true if and only ifϕQ(ratlin(D)) is true.
Hence, we have proven the following theorem:

Theorem 2. For every partially computable Boolean topological queryQ on poly-
nomial constraint databases, there exists anFO+POLY+TCS formulaϕ such that for
each databaseD, ϕ(D) is defined if and only ifQ(D) is defined, and in this caseϕ(D)
andQ(D) are equal.

5 Geometrical Properties of Semi-algebraic Sets

In this section, we discuss a number of topological properties of spatial databases that
can be expressed in first-order logic. They are used in the construction of the lineariza-
tion of polynomial constraint databases in the next section.

We will use the following notation: LetA ⊆ Rn, the closure ofA is denoted by
cl(A), andint(A) indicates the interior ofA. We denotecl(A)− int(A) (the boundary
of A) with ∂A.

5.1 The Cone Radius

LetA be a semi-algebraic set inRn, and~p be a point inRn. We define thecone with
baseA and top~p as the union of all closed line segments between~p and points inA.
Formally, this is the set{t~b + (1 − t)~p | ~b ∈ A, 0 ≤ t ≤ 1} and we denote this set by
Cone(A, ~p).

For a point~p ∈ Rn, andε > 0, we denote the closed ball centered at~p with radius
ε byBn(~p, ε), and denote the sphere centered at~p with radiusε by Sn−1(~p, ε).

The local conic structure of semi-algebraic sets characterizes the local topology of
semi-algebraic sets:

Theorem 3 (Local Conic Structure, Theorem 9.3.6,[6]). Let A be a semi-algebraic
set inRn and ~p be a point ofcl(A). Then there is a real numberε > 0 such that
intersectionBn(~p, ε)∩A is homeomorphic to the setCone(Sn−1(~p, ε)∩A, ~p), in case
~p ∈ A, and homeomorphic toCone(Sn−1(~p, ε) ∩A, ~p) − {~p}, otherwise.

Before we can state a “box” version of this theorem, we need the following defini-
tions: Consider a2n-tupleB = (a1, b1, . . . , an, bn) ∈ R2n with ai 6 bi for eachi.
One can associate with each such tuple ann-ary relation|B| in Rn:

|B| := {(x1, . . . , xn) ∈ Rn | (a1 6 x1 6 b1) ∧ · · · ∧ (an 6 xn 6 bn)}.
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Cone(A ∩ ∂|B|, ~p)

h

A ∩ |B|

~p ~p

Figure 3: The local conic structure of semi-algebraic sets.

We callB a box in Rn and|B| is thegeometric realization ofB. Thedimensionof a
box is the number of pairs(ai, bi) with ai 6= bi. Thediameterof a boxB, diam(B),
equals(

∑n
i=1(bi − ai)

2)1/2. Thecenterof B is the point((a1 + b1)/2, . . . , (an +
bn)/2).

Theorem 4 ([14]). LetA be a semi-algebraic set inRn and~p a point ofcl(A). Then
there is a real numberε > 0 such that for anyn-dimensional boxB in Rn such that

1. ~p ∈ int(|B|); and

2. |B| ⊆ (p1 − ε, p1 + ε) × · · · × (pn − ε, pn + ε),

we have that the intersectionA ∩ |B| is homeomorphic to the set Cone(A ∩ ∂|B|, ~p),
in case~p ∈ A, and homeomorphic to the set Cone(A ∩ ∂|B|, ~p) − {~p}, otherwise.

Any positive real numberε as in Theorem 4 is called acone radiusof A in ~p (See
Figure 3).

Let S = {S}, with S ann-ary relation name. We define thecone radius query
Qradius, as a query which maps any polynomial constraint databaseD overS to a set
of pairs(~p, r) ∈ Rn × R such that for every~p ∈ cl(SD) there exists at least one pair
(~p, r) ∈ Qradius(D), and for every(~p, r) ∈ Qradius(D), r is a cone radius ofSD in ~p.

Theorem 5([14]). The cone radius query defined above is expressible inFO+POLY.

The FO+POLY formula overS, constructed in [14] and whose existence is referred
to in Theorem 5 will be denoted byradius. The exact properties of this formula
are not important (except for the fact that for each point~p it assigns an open interval
(0, r) ⊂ R, such that for eachr′ ∈ (0, r), r′ is a cone radius) until the proof of
Claim 6.1. There we have to go back to the construction ofradius for the cone radius
query as presented in [14].

As observed above, for each point~p,

{r′ | (~p, r′) ∈ radius(D)} = (0, r).

Definer~p to be the cone radiusr/2. Moreover, letuniqueradius be the FO+POLY

formula overS, such that for each point~p ∈ cl(SD), (~p, r~p) is inuniqueradius(D).
Basically,uniqueradius assigns a unique cone radius to each point.
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Figure 4: Example of a semi-algebraic set which does not havea uniform cone radius.

For a given semi-algebraic setA in Rn, we now define the semi-algebraic mapping2

γcone,A from cl(A) to R which maps each point~p ∈ cl(A) to the unique cone radius
r~p ∈ R given byuniqueradius(D), whereSD = A.

5.2 The Uniform Cone Radius Decomposition

Although every point of a semi-algebraic set has a cone radius which is strictly greater
than zero (Theorem 4), we are now interested in finding auniform cone radiusfor a
semi-algebraic set. We define a uniform cone radius of a semi-algebraic setA ⊆ Rn

as a real numberεA > 0 such thatεA is a cone radius ofA in all points ofA. For
anyX ⊆ A ⊆ Rn, we define a uniform cone radius ofX with respect toA, as a real
numberε > 0 such thatε is a cone radius ofA in all points ofX .

A first observation is that a uniform cone radius of a semi-algebraic set does not
always exist.

Example 5.1. Consider the set shown in Figure 4. We have drawn the maximal cone
radius around the points~p1, ~p2, ~p3, ~p4, and~p5. It is clear that the closer these points
are to the point~p, the smaller their maximal cone radius is. Because we can make
the maximal cone radius arbitrarily small by taking points very close to~p, we may
conclude that the set shown in this figure has no uniform cone radius.

LetA be a semi-algebraic set inRn. We define theε-neighborhoodof A as

Aε := {~x ∈ Rn | ∃~y (~y ∈ A ∧ ‖~x− ~y‖ < ε)} .

We will frequently use the following notation: LetU0, . . . , Um be pairwise disjoint
semi-algebraic subsets ofcl(A), which satisfy the following condition: For anym-
tuple(ε0, . . . , εm) of positive real numbers, and fori = 0, . . . ,m, the sets

inf{γcone,A(Ui −
m⋃

j=i+1

U
εj

j )} > 0. (6)

2A mapping is called semi-algebraic if its graph is a semi-algebraic set.
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Note that these sets have a uniform cone radius with respect toA. Hence, we say that
the setsU0, . . . , Um form auniform cone radius collectionof cl(A).

When the setsU0, . . . , Um of a uniform cone radius collection ofA form a decom-
position ofcl(A),i.e.,

cl(A) = U0 ∪ · · · ∪ Um,

then we callU0, . . . , Um auniform cone radius decomposition ofcl(A).
We now show how to construct such a uniform cone radius decomposition ofcl(A).

For any closed subsetX ⊆ cl(A), we define

Γnc(X) := {~p ∈ X | γcone,A |X is not continuous in~p}. (7)

Let ∆0 := cl(A), and let∆i+1 := cl(Γnc(∆i)) ∩ ∆i. We define fork = 0, 1, . . ., the
sets

Ck := ∆k − ∆k+1. (8)

By taking f = γcone,A in the following Lemma we obtain thatΓnc(X) is semi-
algebraic anddim(Γnc(X)) < dimX .

Lemma 4. For each semi-algebraic setX in Rn and each semi-algebraic function
f : X → R, the setΓ(f) = {~p ∈ X | f(~p) is not continuous in~p} is semi-algebraic
anddim(Γ(f)) < dimX .

Proof. The set

Γ(f) = {~p ∈ Rn | (∃ε > 0)(∀δ > 0)∃~q ∈ Rn

(~q ∈ X ∩Bn(~p, δ) ∧ |f(~p) − f(~q)| > ε)},

is clearly semi-algebraic. This proves the first assertion.
We prove the second assertion by contradiction. Letd = dimX and suppose that

dim(Γ(f)) = d. Then there exists a semi-algebraic cellV ⊆ Γ(f) of dimensiond.
By the Cell Decomposition Theorem of semi-algebraic sets [44, Theorem 2.11] there
exists a semi-algebraic cell decomposition ofV into a finite number of semi-algebraic
cells,

V = V1 ∪ · · · ∪ Vk ∪ Vk+1 ∪ · · · ∪ Vℓ,

with dim(Vi) = d for i = 1, . . . , k anddim(Vj) < d for j = k + 1, . . . , ℓ, such that

f |Vi
is continuous for everyi = 1, . . . , ℓ. (9)

SinceVi ⊆ V has dimensiond for i = 1, . . . , k, Vi is open inV , andVi is also open
in X for i = 1, . . . , k. From (9) we deduce that eachVi for i = 1, . . . , k is included in
X − Γ(f) which is impossible sinceV ⊆ Γ(f). Hence,dim(Γ(f)) < d.

An immediate consequence of this lemma is that fromi = n + 1 on, theCi’s are
all empty. Let us denote bym the latest index such thatCm is nonempty. So,m 6 n.

We now prove that for any tuple(ε0, . . . , εm) of positive real numbers, the sets

Ci −
m⋃

j=i+1

C
εj

j , for i = 0, 1, . . . ,m,
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ε0

~p1 ~p2

~p3

~p4

ε1

~p5

Figure 5: The points~p1, ~p2, ~p3, ~p4, and~p5 form the partC1 which hasε1 as uniform
cone radius. As can be seen, the setC0 = A− Cε1

1 has a uniform cone radiusε0.

have a uniform cone radius. SinceCm = ∆m is closed,γcone,A(Cm) is also closed
and therefore has a minimum which is strictly positive. Hence,Cm has a uniform cone
radius. Fori > 0 there exists anη < min{ε0, . . . , εm} such that

Ci −
m⋃

j=i+1

C
εj

j ⊆ Z := ∆i − ∆η
i+1. (10)

The setZ is closed and the restrictionγcone,A | Z is continuous. Hence,γcone,A(Z) is
closed inR, and has a minimum which is strictly positive. We may conclude thatZ
has a uniform cone radius, and by (10) so hasCi −

⋃m
j=i+1 C

εj

j . So,C0, . . . , Cm is a
uniform cone radius decomposition ofcl(A).

Example 5.2. In Figure 5, we have shown the uniform cone radius decomposition of
the set depicted in Figure 4.

Let S = {S}, with S ann-ary relation name. We define then+ 1 queriesQuniform
k ,

such that for any polynomial constraint databaseD overS,

Quniform
k (D) := Ck,

for k = 0, 1, . . . , n, with C0, . . . , Cn being the uniform cone radius decomposition of
cl(SD).

Becauseγcone,SD equalsuniqueradius(D), and by Theorem 5 the formula
uniqueradius is in FO+POLY, the following lemma is immediate.

Lemma 5. The queriesQk-uniform, k = 0, 1, . . . , n are expressible inFO+POLY.

5.3 The Regular Decomposition

In this section, we construct a decomposition of semi-algebraic sets such that a certain
regularity condition is satisfied on each part of the decomposition. In order to define
this regularity condition, we need to define the tangent space to a semi-algebraic set in
a point. The following definitions are taken from Rannou [39].
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LetA be a semi-algebraic set inRn. Thesecants limit setof A in a point~p ∈ A, is
defined as the set

limsec~pA :=
⋂

η>0

cl({λ(~u− ~v) ∈ Rn | λ ∈ R and~u,~v ∈ A ∩Bn(~p, η)}).

If limsec~pA is a vector space, then we define thetangent space ofA in ~p asT~pA :=
~p + limsec~pA. If limsec~pA is not a vector space, then the tangent space ofA in ~p is
undefined.

Let S = {S}, with S ann-ary relation name. We define the queryQtangentas the
query such that for any polynomial constraint databaseD overS,

Qtangent(D) := {(~x,~v) ∈ SD × Rn | T~x S
D exists in~x and~v ∈ T~x S

D}.

Lemma 6. The queryQtangent is expressible inFO+POLY.

Proof. It is shown by Rannou [39, Lemma 2] that the definition of the secant limit set
of a set in a point can be translated into a first-order formulaover the reals. Since it
is straightforward to check in FO+POLY whether a secant limit set is a vector space
(i.e., we need to check whether for all~s,~t in a secant limit set, also the sum~s+ ~t is an
element of this secant limit set), the lemma is immediate.

The setA is regular in~p if and only ifT~pA exists and there exist a neighborhoodU
of ~p such that the orthogonal projection ofA ∩U onT~p A is bijective. A set isregular
if it is regular in all its points.

A finite number of pairwise disjoint regular setsR1, . . . , Rk is called aregular
decomposition ofA if A = R1 ∪ · · · ∪Rk.

We now show that every semi-algebraic setA has a regular decomposition.
We denote the set of points whereA is regular and where the local dimension ofA

is k byRegk(A). Note thatRegk(A) is either empty ordimRegk(A) = k.
Define inductively fork = n, n− 1, . . . , 0, the sets

Rk := Regk(A−
n⋃

j=k+1

Rj). (11)

These sets are pairwise disjoint and form a decomposition ofA, i.e.,

A = Rn ∪Rn−1 ∪ · · · ∪R0. (12)

Note thatn+ 1 parts are really sufficient, because for any semi-algebraicsetX ⊆ Rn

of dimensiond,X −Regd(X) has a strictly lower dimension thanX [45].
Moreover, by (11) eachRk is regular and hence, we define theregular decomposi-

tion ofA as then+ 1 setsR0, . . . , Rn.

Example 5.3. In Figure 6, we have illustrated the three possible cases:T~p A does not
exist,T~q A andT~r A exist, butA is not regular in~q and~r, and finally,A is regular
in ~s. In Figure 7, we have drawn an example of the regular decomposition of a three-
dimensional set inR3.
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~p

~s

~q

~r T~r A

T~q A

Figure 6: The snowmanA has no tangent space in~p,A has a tangent space in~q and~r,
but is not regular in these points, andA is regular in~s.

∪ ∪

R2R3 R0R1

∪

Figure 7: The three-dimensional setA of Figure 6 is decomposed into four parts
R0,R1,R2, andR3 according to the construction of the regular decomposition.
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Let S = {S}, with S ann-ary relation name. We define then+ 1 queriesQreg
k as

the queries such that for every polynomial constraint databaseD,

Qreg
k (D) := Rk

for k = 0, . . . , n, with R0, . . . , Rn the regular decomposition ofSD.
It was proved by Rannou [39, Proposition 2] that checking whether a semi-algebraic

set is regular in a point is first-order expressible. Hence the next lemma:

Lemma 7. The queriesQk-reg, k = 0, 1, . . . , n are expressible inFO+POLY.

Regular decompositions of semi-linear sets are fully treated by Dumortier et al. [10,
46]. These authors showed that on semi-linear databases, then + 1 queriesQk-reg are
already expressible in FO+LIN. There is however a great difference. Indeed, in the
semi-algebraic case, regularity implies that the set is aC1-smooth algebraic variety,
while in the semi-linear case, regularity implies that the set is aC∞-smooth algebraic
variety. One could ask if it possible to define a regularity condition in first-order logic,
such that it also inducesC∞-smoothness of semi-algebraic sets, but this is impossi-
ble [49].

However, we still can generalize the regular decompositions defined above toCk-
regular decompositions by demandingCk-smoothness instead ofC1-smoothness (reg-
ularity). Using again results from Rannou [39, Proposition3] we have first-order ex-
pressibility of the corresponding query in this case too.

An interesting question is which extensions of FO+POLY can expressC∞-regular
decompositions. A useful observation in this context mightbe that for every semi-
algebraic set there exists a natural numberK such that for allk > K, aCk-regular
decomposition is already aC∞-regular decomposition. Unfortunately, it is not known
how to findK for a given semi-algebraic set [40] and we might have to computeCk-
regular decompositions for increasing values ofk until two consecutive decompositions
are identical. This indicates that recursion is needed for the computation ofC∞-regular
decompositions. We leave open whether the recursion in FO+POLY+TC or FO+POLY+
TCS is sufficient for this purpose.

5.4 Transversality

In computational geometry [9], a convenient assumption is the hypothesis of “general
position”, which dispenses with the detailed consideration of special cases. In the
description of our linearization algorithm in Section 6, wewould like to assume this
hypothesis. However, we need to make precise what we will mean by general position,
and see if this may indeed be assumed.

Let A andB be two regular semi-algebraic sets inRn. From differential topol-
ogy [23], we recall thatA andB are said tointersect transversallyat ~p ∈ A ∩ B,
if 3

T~pA+ T~pB = Rn. (13)

3Let U andV be two subspaces of a vector spaceX, then thesumU + V is the set of all vectors~u + ~v,
where~u ∈ U and~v ∈ V . Besides,U + V is a subspace ofX.
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transversal nontransversal

Figure 8: Curves inR2.

not transversal

not transversal

transversal

transversal

Figure 9: Curves and surfaces inR3.

The setsA andB arein general positionif they intersect transversally in every point
of A ∩ B. We denote this byA ⋔ B. This is illustrated in Figure 8 and Figure 9
where some examples of transversal and non-transversal intersections inR2 andR3

are depicted.
Let A = {A1, . . . , An} andB = {B1, . . . , Bm} be finite sets of regular semi-

algebraic sets inRn such thatAi ∩Aj = ∅ andBi ∩Bj = ∅ for i 6= j. We say thatA
andB are in general position ifAi andBj are in general position for everyi = 1, . . . , n
and everyj = 1, . . . ,m. We denote this byA ⋔ B.

LetS = {S1, S2}, withS1 andS2 twon-ary relation names. We define the Boolean
queryQ⋔, such that for every polynomial constraint databaseD overS,

Q⋔(D) = true if and only if SD
1 andSD

2 are regular andSD
1 ⋔ SD

2 .

Condition (13) can be readily expressed in FO+POLY, and by Lemma 7, regularity is
expressible in FO+POLY. Hence:

Lemma 8. The Boolean queryQ⋔ is expressible inFO+POLY.

Given two arbitrary regular semi-algebraic setsA andB in Rn not in general po-
sition, we can ask how to force them to be in general position.The following the-
orem answers this question. A translation of a setX ⊆ Rn is a set of the form
X + τ := {~x+ τ ∈ Rn | ~x ∈ X}, whereτ ∈ Rn.

Theorem 6. Let A andB two regular semi-algebraic sets inRn. For almost all
τ ∈ Rn, we have thatA+ τ andB are in general position.

26



Proof. This theorem is a direct consequence of the Transversality Theorem of differ-
ential topology. A proof of the Transversality Theorem given by Guillemin and Pol-
lack [23] forC∞-smooth varieties inRn goes literally through in this case, except that
theC1-version of Sard’s Theorem given by Wilkie [50] needs to be used instead of the
standardC∞-smooth version.

Here, “almost all” means that the set of translation vectorsτ for whichA+ τ and
B are not in general position hasmeasure zero.4 Since a set of measure zero cannot
contain an open set inRn, the set of translation vectorsτ for whichA + τ andB are
in general position is dense inRn.

Moreover, Theorem 6 can be easily generalized as follows:

Corollary 1. LetA = {A1, . . . , An} andB = {B1, . . . , Bm} be sets of regular semi-
algebraic sets inRn such thatAi ∩Aj = ∅ (Bi ∩Bj = ∅) for i 6= j. Then for almost
all τ ∈ Rn, A + τ ⋔ B.

We mention three useful properties of sets in general position: LetA andB be as
above, then ifA ⋔ B, then there exists anε > 0 such thatA + τ ⋔ B for anyτ ∈ Rn

of norm less thanε. Therefore, one says that transversality is astableproperty. A
second useful property is that the intersection of two regular sets in general position, is
again regular. A third property is that the tangent space in apoint of the intersection
of two sets in general position, is the intersection of the tangent spaces of these sets in
this point [23].

5.5 Box Collections

We need one more ingredient before we can start explaining the linearization algorithm:
box collections.

We define an-dimensional box collectionB in Rn as a finite set ofn-dimensional
boxes satisfying an intersection condition: LetB1 andB2 be two arbitrary boxes inB.
Then, if |B1| and|B2| intersect, the intersection is included in their boundaries∂|B1|
and∂|B2|. By thegeometric realization|B| of B, we mean the union of the geometric
realizations of all boxes inB. If X ⊆ Rn is a semi-algebraic set andB an-dimensional
box collection inRn, thenB ∩X is the set of all boxesB ∈ B such thatB ∩X 6= ∅.

LetD be a set ofn-dimensional boxes, which does not necessarily satisfy theabove
intersection condition. In the following, we show how to split in FO+POLY the boxes in
D into smaller boxes, such that the collection of these smaller boxes is a box collection.
We call this thebox collection ofD, and denote it byD. By construction, the geometric
realization of each box inD is the union of the geometric realizations of certain boxes
of D.

We first give an example of the construction and then present the general construc-
tion more formally.

Example 5.4. Fix the dimensionn = 2, and consider the setD consisting of two
boxes(0, 2, 0, 3) and (1, 3, 1, 4). The geometric realization|D| of D is depicted in

4A set inRn hasmeasure zeroif it can be covered by a countable number ofn-dimensional boxes with
arbitrary small volume.
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|D|

H1

H2

H3

H4

|D|

|B2| |B3|

|B6||B5|

|B9||B8|

|B1|

|B4|

|B7|

V4V3V2V1

Figure 10: A two-dimensional example of the construction ofa box collection for two
boxes in theR2.

Figure 10. In this figure, two sets of linesHD,x = {H1, H2, H3, H4}, andHD,y =
{V1, V2, V3, V4}, are drawn. Denote the intersection

⋃HD,x ∩ ⋃HD,y by I. In this
example,I consists of16 points{~p1, . . . , ~p16}. From these points we construct the
setP which contains the9 two-dimensional boxes denoted byBi, i = 1, . . . , 9. The
geometric realizations of these boxes are shown in the figure. As can be seen, these
boxes intersect only at their boundaries, and hence form a two-dimensional box col-
lection. Finally, we define the box collectionD ofD as the boxes included in|D|, i.e.,
D = {B1, B2, B4, B6, B6, B8, B9}.

In general, we definen unions of(n− 1)-dimensional hyperplanes

HD,i := {(x1, . . . , xn) ∈ Rn | ∃(a1, b1, . . . , an, bn) ∈ D ∧ (xi = ai ∨ xi = bi)},

for i = 1, . . . , n. Let I ⊆ Rn be the set of pointsHD,1 ∩ · · · ∩ HD,n.
It is easily shown thatI is a finite set of points. Indeed, a proof by induction

shows thatdim(HD,1 ∩ · · · ∩ HD,k) = n − k for any k = 1, . . . , n. In particular
dim(I) = n− n = 0, or in other wordsI is a finite set.

Next, we construct an-dimensional box collection, which we denote byP , such
that the geometric realization of each box inD is the union of the geometric realizations
of boxes inP . More specifically,

P := {(a1, b1, . . . , an, bn) ∈ R2n | ∃~p1∃~q1 · · · ∃~pn∃~qn ∈ I
n∧

i=1

(ai = (~pi)i ∧ bi = (~qi)i ∧ ai < bi)

∧ (∀~r ∈ I
n∧

i=1

¬(ai < (~r)i < bi))}.

Finally, we defineD as thosen-dimensional boxesB in P such that|B| is included
in the geometric realization of any of the boxes inB. By construction,D is a box
collection, and the geometric realization of any box inD is the union of the geomet-
ric realizations of certain boxes inD. The construction ofD for a givenD, can be
expressed in FO+POLY, as is clear from the above expressions forHD,i andP .
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Figure 11: The set|D| − |D|2 (left). The one-dimensional box collectionPx ∪ Py

where the line segmentLi is labelled with the numberi (center). The set|D|0 (right).

Let S = {S}, with S a 2n-ary relation name. We define thebox collection query
Qbc, such that for any polynomial constraint databaseD overS representing a set of
n-dimensional boxes inRn,

Qbc(D) = D,
whereD is the box collection ofD. From the constructions above, the following result
is immediate.

Lemma 9. The queryQbc is expressible inFO+POLY.

When applied to the union of two box collectionsD andD′, we will denote the
box collectionQbc(D ∪D′) byD ⊔ D′.

We next define a useful decomposition of box collections. We again give first an
example.

Example 5.5. (See Figure 10 and Figure 11). Let us continue the previous example.
Let |D|2 be the set inR2 defined by

⋃
i∈{1,2,4,5,6,8,9} int(|Bi|). Consider the set|D|−

|D|2 and definePx to be the set of horizontal line segmentsLi, with i = 1, . . . , 12,
and letPy be the set of vertical line segmentsLi, with i = 13, . . . , 24. The line
segmentsLi can easily be defined from the points inI and form a one-dimensional box
collection. We defineD1 to be the box collection consisting of boxes inPx ∪Py , which
are contained in|D|. Next, define|D|1 to be the set

⋃
i∈{1,...,24}−{3,10,22,15} int(|Li|).

Here, when taking the interior, we regard each|Li| as a space on itself, so the result
is an open line segment without the endpoints (as opposed to the empty set when we
would regard each|Li| as a set inR2). Now,|D| − |D|2 − |D|1 is a subset ofI, which
we denote by|D|0. Hence, we have obtained a decomposition of|D|.

This decomposition is important for two reasons. First, thegeometric realization
of each box ofD is the disjoint union of the interiors of the geometric realizations of
certain boxes inD2,D1, andD0. Secondly, the interiors of boxes inD are open subsets
of Reg2(|D|), the interiors of boxes inD1 are open subsets ofReg1(|D| − |D|2), and
finally |D|0 equalsReg0(|D| − |D|2 − |D|1).

In general, the construction of this decomposition goes as follows. Fork = 0, 1, . . . , n
and any combination ofk different elementsi1, . . . , ik in {1, . . . , n}, we define the fol-
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lowing set ofn− k-dimensional boxes inRn:

P{i1,...,ik} := {(a1, b1, . . . , an, bn) ∈ R2n | ∃~p1∃~q1 · · · ∃~pn∃~qn ∈ I

∧

i∈{1,...,n}
(ai = (~pi)i ∧ bi = (~qi)i) ∧ ∀~r ∈ I

n∧

i=1

¬(ai < (~r)i < bi)

∧
∧

i∈{1,...,n}−{i1,...,ik}
ai < bi ∧

∧

i∈{i1,...,ik}
ai = bi}. (14)

Note thatP{1,...,n} = I, andP∅ = P . It is clear that these sets are expressible in FO+
POLY. We also define fork = 0, 1, . . . , n and any combination ofk different elements
i1, . . . , ik in {1, . . . , n}, the followingn− k-dimensional box collection inRn:

D{i1,...,ik} := {(a1, b1, . . . , an, bn) ∈ P{i1,...,ik} | ∃(a′1, b
′
1, . . . , a

′
n, b

′
n) ∈ D

∧
n∧

i=1

(a′i 6 ai ∧ bi 6 b′i)}.

We then define
Dn−k :=

⋃

{i1,...,ik}
D{i1,...,ik}.

Finally, for k = 0, 1, . . . , n, we define|D|n−k as the union of the interiors of the
geometric realizations of boxes inDn−k. Here, when taking the interior, we regard
each geometric realization of a box as a space on itself, so the result is an open box.
By construction, we have the following properties:

1.
|D| = |D|n ∪ · · · ∪ |D|0; (15)

2. each geometric realization of a box inD is the union of the geometric realizations
of boxes in|D|k, for k = 0, 1, . . . , n; and

3. the interiors of the geometric realizations of boxes inDk are open subsets of
Regk(|D| − |D|n − · · · − |D|k+1).

Let S = {S}, with S a 2n-ary relation name. We define then + 1 queriesQk-box,
such that for any polynomial constraint databaseD overS representing a box collection
D,

Qk-box(D) = Di

for k = 0, 1, . . . , n with Di thei-dimensional box collection inRn defined above. The
following trivially holds.

Lemma 10. The queriesQk-box, k = 0, 1, . . . , n are expressible inFO+POLY.
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Figure 12: Theδ-cover of a semi-open annulus forδ = 1.

5.6 Expressing the Box Covering Query

Let δ > 0 be a real number. We define then-dimensional standard grid of sizeδ,
calledδ-grid, as then-dimensional box collectionδ-grid consisting of all boxes of the
form (k1δ, (k1 + 1)δ, . . . , knδ, (kn + 1)δ), wherek1, . . . , kn ∈ Z. We define thebox
covering of sizeδ of a semi-algebraic setA, denoted byδ-cover(A), as those boxes in
δ-grid that intersect the closure ofA (see Figure 12). LetS = {S}, with S ann-ary
relation name. We define for eachδ > 0, thebox covering queryQδ-cover, such that for
every constraint databaseD overS,

Qδ-cover(D) := δ-cover(SD).

Proposition 2. Let δ > 0. The queryQδ-cover is not expressible inFO+POLY.

Proof. Let S = {S}, with S a binary relation name. We consider the following FO+
POLY formula overS: a formulacircle such that for any databaseD overS, either
circle(D) is the circle through the points ofSD, if SD consists of three non-collinear
points, orcircle(D) = SD.

Assume that the queryQδ-cover is expressible in FO+POLY. Let δ-cover be the
formula which expressesQδ-cover. Then the formula

ϕ ≡ δ-cover(circle)

is also expressible in FO+POLY. However, the number of4-tuples inϕ(D) can be
made arbitrarily large by choosingD to be a database overS, such thatSD consists
of three points far enough apart. This contradicts the Dichotomy Theorem of Benedikt
and Libkin [4], which guarantees the existence of a polynomialpϕ such that|ϕ(D)| <
pϕ(|SD|) = pϕ(3) in case|ϕ(D)| is finite.

However, in FO+POLY+TC we can express the box covering query:

Proposition 3. For eachδ > 0, the queryQδ-cover is expressible inFO+POLY+TC
when restricted to bounded input databases.
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Proof. LetS = {S}, withS ann-ary relation name. We define the bounding box query
Qbb as the query such that for every polynomial constraint databaseD, such thatSD

is bounded,Qbb(D) := {M}, with M a real number such thatcl(SD) ⊆ [−M,M ]n.
This query is clearly FO+POLY expressible by a formula overS which we denote by
boundingbox(x). Let

grid(u) ≡ [TCx;x′ ∃M(boundingbox(M)∧ x > 0

∧ x′ = x+ δ ∧ x′ 6 M)](0, u) ∨ u = 0.

Let

δ-cover(u1, v1, . . . , un, vn) ≡
n∧

i=1

(vi = ui + δ ∧ grid(ui))

∧ ∃~x(cl(S)(~x) ∧
n∧

i=1

ui < xi < vi).

ThenQδ-cover(D) = δ-cover(D) for any databaseD overS such thatSD is bounded.

6 Linearization and Approximation of Semi-algebraic
Sets

In this section, we give a construction of both an algebraic linearization and anε-
approximation of semi-algebraic sets which are implementable in FO+POLY+TC. This
implementation is based on the construction of a box collection satisfying some special
properties.

More specifically, it is shown in Section 6.1 how to constructsuch a box collec-
tion R for a semi-algebraic setA. In Section 6.2 we derive a box collectionU from
R and take a closer look atA on the boundaries ofU . We show that we can apply
the construction in 6.1 again forA on the lower dimensional box collections on the
boundaries ofU . This inductive process is the basis of the algorithm LINEARIZE in
Section 6.3 which builds an algebraic linearization and anε-approximation of bounded
semi-algebraic sets. In the same section, we prove the correctness of the algorithm
L INEARIZE and show that the algorithm can be expressed by a query in FO+POLY+
TC.

We also show how to extend this algorithm such that it also builds algebraic lin-
earizations of possibly unbounded semi-algebraic sets. Finally, in Section 6.4 we show
that after some minor changes, the algorithm LINEARIZE can be used to build a rational
linearization and anε-approximation of semi-algebraic sets.

6.1 Construction of a Special Box Collection

LetB be ann-dimensional box collection inRn, and letX = {X1, . . . , Xk} be a finite
set of pairwise disjoint semi-algebraic sets inRn. We now define whenB andX are
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in general position. We decompose|B| andX into a finite number of regular sets, and
then define “being in general position”, in terms of these decompositions as follows.

In (15), we defined a decomposition of a box collection into regular sets. Applied to
|B|, this results in the decomposition|B|n, . . . , |B|0, where|B|i is a union of interiors
of i-dimensional boxes inRn.

For eachXi, let Ri0, . . . , Rini
be a regular decomposition ofXi. We say thatB

andX are in general position if and only if{|B|n, . . . , |B|0} and{R1,0, . . . , R1,n1 , . . . ,
Rk,0, . . . , Rk,nk

} are in general position.
We now describe the construction of ann-dimensional special box collection (the

properties of this box collection will become clear later on). The construction takes as
input:

• a bounded semi-algebraic setA in Rn;

• a uniform cone radius collectionU0, . . . , Um of cl(A) (as defined in Section 5.2);
and

• a fixedn-dimensional box collectionF in Rn, which is in general position with
{U0, . . . , Um}.

The result of the construction will be

• a set of box collectionsR = {R0, . . . ,Rm}; and

• a positive real numberδ,

satisfying some properties. Before we can state these properties we need to define for
k = m, . . . , 0 andτ ∈ Rn the box collections

BR
k (τ ) := (((Rk ⊔ · · · ⊔ Rm) + τ ⊔ F) ∩ Uk)

\ {B′ ∈ ((Rk ⊔ · · · ⊔ Rm) + τ ⊔ F) ∩ Uk | |B′| ⊆ |BR
k+1(τ ) ∪ · · · ∪ BR

m(τ )|}.

In the following, we will writeBR
i forBR

i (0) and letU = U0∪· · ·∪Um. The definition
of BR

k (τ ) basically tells how to fit all the box collections inR together and specifies
which boxes should be disregarded. We illustrate the definition ofBR

k by the following
example.

Example 6.1.Assume we have a box collectionR = {R0,R1} coveringU = U0∪U1.
In Figure 13 (left) we have depictedR0 andR1 with solid and dotted lines respectively.
Moreover, the setU1 consists of the dotted curve, whileU0 is shown as a thick solid
line. In this example, we assume that no fixed box collectionF is present.

Then, by definitionBR
1 (τ ) = (R1 + τ ) ∩ U1. This box collection (in this example

consisting of a single box only) corresponds to the large dark shaded box in Figure 13
(middle). For the construction ofBR

0 (τ ), we first compute the box collection(R0 ⊔
R1) + τ , which consists of all the boxes shown in Figure 13 (middle).Solid line boxes
intersectU0, dotted line boxes do not. In order to obtainBR

0 (τ ), all dotted line boxes
are removed as well as those solid line boxes, which are included inBR

1 (τ ) (the dark
shaded area). The resulting box collectionBR

0 (τ ) is shown in Figure 13 (right).
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BR
0 (τ )

R0 + τ

R1 + τ

U1

U0

(R0 ⊔R1) + τ

Figure 13: Illustration of the construction of the box collection BR
0 (τ ) for R =

{R0,R1} andU = U0 ∪ U1 as explained in Example 6.1. The picture showsR + τ

(right), the intermediate result(R0 ⊔ R1) + τ (middle), and the end resultBR
0 (τ )

(right).

We now continue with the statement of the desired propertiesof the box collection
R and real numberδ: They must satisfy the properties

(i) cl(U)δ ⊆ int(|BR
0 ∪ · · · ∪ BR

m|);

(ii) for all i = 0, . . . ,m and for allτ ∈ Rn of norm less thanδ, (Ri +τ )⊔F ⋔ Ui;
and

(iii) for all i = 0, . . . ,m and for allτ ∈ Rn of norm less thanδ, and for eachn-
dimensional boxB ∈ BR

i (τ ), there exists a point~p ∈ int(|B| ∩ Ui) such that
γcone,A(~p) > diam(B).

Construction algorithm The construction of the box collection is inductively on the
number of partsm in the uniform cone radius collection{U0, . . . , Um}.

For the base case, when the uniform cone radius collection isempty, we define
R−1 = ∅ and takeδ = ∞. The properties (i),(ii), and (iii) are then trivially satisfied.

Suppose now thatU is non-empty and consists ofm parts. By the induction hy-
pothesis, there existn-dimensional box collectionsR′ = {R′

1, . . . ,R′
m} and a positive

real numberδ′, such that

(i)′ cl(U \ U0)
δ′ ⊆ int(|BR′

1 ∪ · · · ∪ BR′

m |);

(ii) ′ for all i = 1, . . . ,m and for allτ ∈ Rn of norm less thanδ′, (R′
i +τ )⊔F ⋔ Ui;

and

(iii) ′ for all i = 1, . . . ,m and for allτ ∈ Rn of norm less thanδ′, and for eachn-
dimensional boxB ∈ BR′

i (τ ), there exists a point~p ∈ int(|B| ∩ Ui) such that
γcone,A(~p) > diam(B).

The construction consists of two steps:
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• First step: Cover the part ofU0 which may become uncovered by translations
of the box collectionR′ +τ , for ‖τ‖ < δ′, with a box covering of a certain size.
This size is determined by the uniform cone radius of the partof U0 possibly
uncovered by the translates ofR′.

• Second step:Some of the boxes in the above box covering might be in a degen-
erate position and in this way preventing the box collectionto satisfy the required
properties. This can be easily resolved, however, by translating all boxes by a
small translation vectorτ . Lemma 13 shows that it is possible to bring all boxes
in general position, Lemma 14 shows that translating the boxes results in a box
collection with the desired properties indeed.

We describe the two steps now in more detail. An example of theconstruction can be
seen in Figure 14.

First step: Covering U0 We will define a setR′′
0 and defineR′′

i = R′
i for i =

1, . . . ,m, such that forR′′ = {R′′
0 , . . . ,R′′

m}, cl(U)δ′′ ⊆ int(|BR′′

0 (τ ) ∪ · · · ∪
BR′′

m (τ )|) for someδ′′ > 0.
All points ofU0 that can become uncovered by varying the vectorτ in |BR′

1 (τ ) ∪
· · · ∪ BR′

m (τ )| with ‖τ‖ < δ′

3 , are included in the set

V := U0 − (|BR′

1 ∪ · · · ∪ BR′

m | − (∂|BR′

1 ∪ · · · ∪ BR′

m |) δ′

3 ).

By (i)′, the minimal distance from any point inU \U0 to the boundary∂(|BR′

1 ∪ · · · ∪
BR′

m |) is greater than or equal toδ′. This implies that

cl(U \ U0)
δ′

3 ⊆ |BR′

1 ∪ · · · ∪ BR′

m | − (∂|BR′

1 ∪ · · · ∪ BR′

m |) δ′

3 ,

and hence, becauseU0, . . . , Um is a uniform cone radius collection, there exists a uni-
form cone radius,εV , ofA for the setV . LetR′′

0 be εV

4
√

n
-cover(V ). Note that

diam(B) =
εV

2
(16)

for any boxB ∈ R′′
0 . The reason why we take this specific box covering is that the box

collection, which we are constructing, must satisfy property (iii).
We now show that there exists a positive real numberδ′′ such that (i) holds for

R′′ = {R′′
0 , . . . ,R′′

m} andδ′′.
We partitionU0 ∪ · · · ∪ Um into three parts:U \ U0, V , and

W := U0 ∩ (|BR′′

0 ∪ · · · ∪ BR′′

m | − (∂|BR′′

0 ∪ · · · ∪ BR′′

m |) δ′

3 ).

By (i)′,

cl(U \ U0)
δ′

3 ⊆ int(|BR′

1 ∪ · · · ∪ BR′

m |) ⊆ int(|BR′′

0 ∪ · · · ∪ BR′′

m |). (17)

We shall need the following Lemma, which is readily verified:
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(a)

εV

4
√

n

V

(c)

(b)

~p

R′′

R′′ + τ

~p~p

R′′

~p

BR
0

τ

We consider the case that no fixed box collectionF is
present. Let{A0, A1} be the uniform cone radius decom-
position ofcl(A) (see Figure (a)). The setA1 consists of
the thick horizontal circle and point~p in Figure (a). The
setA0 is equal to the remaindercl(A) \ A1.

1. Base case. (not shown in Figure):U = ∅, U0 = ∅.
By definition,R−1 = {∅}, δ = ∞.

2. Casem = 1, U = A1, U0 = A1.

Covering U0: Since in Step 1, nothing is con-
structed yet, we have thatV = U0, W = ∅, and
ζ = ∞. Hence,R′′ = εV

4
√

3
-cover(V ). This box

covering is depicted by the dashed boxes in Fig-
ure (a). By definition,δ′′ = min{ δ′

3
= ∞, η, ζ =

∞} = η whereη is such thatcl(V )η ⊆ int(|R′′|).

Translating R′′: As can be seen in Figures (a) and
(b), the point~p lies on a side of one of the boxes at
the bottom. In other words,~p is not in general posi-
tion with the box collection. A simple small trans-
lation, however, resolves this situation and brings
~p in general position with the box collection (see
Figure (b)) while keeping the other pointsU0 in
general position as well. The resulting box collec-
tion is denoted byR.

FromR we getBR
0 , as shown in Figure (c) by re-

moving, in this case, a single box which does not
intersectU0 anymore.

(Example is continued on the next page.)

Figure 14: Construction of the special box collectionR.
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(d)

(f)

(e)

U0 ∩ |B|

~pW

V

|B|

~p

|B|
~p

R′′
0

BR
0

3. Casem = 2, U = A0 ∪ A1, U0 = A0, R′′
1 = R,

andδ′ = δ (obtained in Step 2).

Covering U0: We focus on a region around the
box B in R′′

1 containing~p (See Figure (d)). For
expository reasons, the position ofU with respect
to B is slightly simplified.

We have depicted the setV (dark shaded area) of
points inU0 which might be outside|B| whenB

is slightly translated, and show the remaining set
W (light shaded area) as well. The new box col-
lecionR′′

0 will be εV

4
√

3
-cover(V ). In order not to

overload the Figure, we have depicted the box col-
lection from a sideways’ point of view (See Figure
(e)). LetR′′ = {R′′

0 ,R′′
1}.

The constraintδ′′ on the norm of translation vec-
tors is given byδ′′ = min{ δ′

3
, η, ζ}. It takes into

account the distance betweenW and the boundary
of the boxes constructed in Step 2 (ζ), the distance
betweenV and the boundary of boxes inR′′

0 (η),
and the constraint given in Step 2 (δ′).

Translating R′′: If necessary, slightly translate
R′′ to bring it in general position such that it satis-
fies the desired properties. This results in the final
box collectionR.

We also show part ofBR
0 (See Figure (f)). We refer

to Example 6.1 for a discussion on its construction.
The collectionBR

1 is equal toBR
0 constructed in

Step 2.

Figure 14: Construction of the special box collection.
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Lemma 11. LetX andY be two sets inRn. If X is bounded, thencl(X) ⊆ int(Y )
implies that there exists a positive real numberε such thatcl(X)ε ⊆ int(Y ).

By definition of a box covering,cl(V ) ⊆ int(|BR′′

0 |) ⊆ int(|BR′′

0 ∪ · · · ∪ BR′′

m |).
SinceA is bounded,V is also bounded. By Lemma 11, there exists a positive real
numberη such that

cl(V )η ⊂ int(|BR′′

0 ∪ · · · ∪ BR′′

m |). (18)

We now prove that Lemma 11 can also be used forW .

Lemma 12. cl(W ) ⊆ int(|BR′

1 ∪ · · · ∪ BR′

m |).

Proof of Lemma 12.Suppose that there exists a point~p ∈ cl(W ) such that~p 6∈ int(|BR′

1 ∪
· · · ∪ BR′

m |). Let (~pm) for m > 0 be a sequence of points inW such that‖~p− ~pm‖ <
1/m. By the definition ofW , for all points in~r ∈ ∂|BR′

1 ∪ · · · ∪ BR′

m |, ‖~r− ~pm‖ > δ′

3
for everym.

Now, every line segment{λ~pm + (1 − λ)~p | 0 6 λ 6 1}, intersects∂|BR′

1 ∪ · · · ∪
BR′

m | in a point~rm. However, since‖~pm − ~p‖ < 1/m, also‖~pm − ~rm‖ < 1/m. So,
we obtain a contradiction form large enough such that1m < δ′

3 .

Hence, by Lemma 11 and Lemma 12 there exists a positive real numberζ such that

W ζ ⊆ int(|BR′

1 ∪ · · · ∪ BR′

m |) ⊆ int(|BR′′

0 ∪ · · · ∪ BR′′

m |). (19)

From the inclusions (17), (18), and (19), it follows that property (i) is satisfied forR′′

andδ′′, with δ′′ = min{ δ′

3 , η, ζ}.

Second step: translatingR′′ The box collections inR′′ already satisfy property
(i) for δ′′. However, properties (ii) and (iii) are not necessarily satisfied. This can be
seen in Figure 14 (a) and (b) and the discussion next to it. We now show that a little
translation of the box collection is all that is needed so that all properties are satisfied
by the translated box collections.

Lemma 13. For eachi = 0, . . . ,m, there exists a translationτ ∈ Rn of norm‖τ‖ <
δ′′, such that

(R′′
i + τ ) ⊔ F ⋔ Ui.

Proof of Lemma 13.Consider the decomposition of|(R′′
i +τ )⊔F| into the sets|(R′′

i +
τ ) ⊔ F|j , for i = 0, . . . ,m and forj = 0, . . . , n. Recall from Section 5.5 that|(R′′

i +
τ ) ⊔ F|j is the union of the geometric realizations of boxes in((R′′

0 + τ ) ⊔ F)j .
We need to prove that there exists a translationτ ∈ Rn, ‖τ‖ < δ′′, such that for

eachi = 0, . . . ,m, for eachr ∈ {0, . . . , ni}, for eachj ∈ {0, . . . , n} and for each
B ∈ ((R′′

i + τ ) ⊔ F)j , we have that

|B| ⋔ Ri,r. (20)

Let T denote the set of all possible translations:T := {τ ∈ Rn | ‖τ‖ < δ′′}. Note
that casei > 0 of (20) holds for anyτ ∈ T by induction. Hence, we can focus on the
casei = 0. Take an arbitraryB as in (20), taker arbitrary in{0, . . . , n}, and consider
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a point~x ∈ |B| ∩ R0,r. We are going to impose several conditions onT , such that
if τ ∈ T andτ satisfies these conditions, then (20) holds forτ . By definition of the
union operator⊔, there exists a neighborhoodW of ~x such that one of the following
three cases holds:

1. |B| ∩W = |B′| ∩W for someB′ ∈ Fp for somep. Note that

T~x |B| = T~x(|B| ∩W ) = T~x(|B′| ∩W ) = T~x |B′|. (21)

By the given thatF ⋔ U0, |B′| andR0,r are transversal in~x for all τ ∈ T . By
(21), we may conclude that|B| andR0,r are transversal in~x for all τ ∈ T .

2. |B| ∩W = |B′′| ∩W for someB′′ ∈ (R′′
0 + τ )q for someq. Note that

T~x |B| = T~x(|B| ∩W ) = T~x(|B′′| ∩W ) = T~x |B′′|. (22)

Suppose that
(R′′

0 + τ ) ⋔ U0. (T1)

Then,|B′′| ⋔ U0 and hence,|B′′| andR0,r are transversal in~x for all τ ∈ T
such that condition (T1) is satisfied. By (22), we may conclude that|B| andR0,r

are transversal in~x for all τ ∈ T such that condition (T1) is satisfied.

3. |B| ∩ W = |B′| ∩ |B′′| ∩ W for someB′ ∈ Fp for somep, and for some
B′′ ∈ (R′′

0 + τ )q for someq. Suppose that

(R′′
0 + τ ) ⋔ F . (T2)

Because the intersection of regular sets in general position is regular, the tangent
spaceT~x(|B′| ∩ |B′′|) exists. Note that

T~x |B| = T~x(|B| ∩W ) = T~x(|B′| ∩ |B′′| ∩W ) = T~x(|B′| ∩ |B′′|). (23)

Furthermore, suppose that

|B′′| ⋔ (|B′| ∩R0,r). (T3)

When two regular sets intersect transversally in a point, the tangent space of the
intersection in this point, is the intersection of the tangent spaces of the regular
sets in this point [23]. Hence, by (T2) and the given thatF ⋔ U0, we have that
T~x |B′|∩T~x |B′′| = T~x(|B′|∩|B′′|) andT~x |B′|∩T~x(R0,r) = T~x(|B′|∩R0,r).
Moreover,T~x(|B′|∩R0,r) ⊆ T~x(R0,r). By (T3) we have thatT~x(|B′|∩|B′′|)+
T~x(|B′| ∩R0,r) = T~x |B′|. Hence,

T~x |B| + T~x(R0,r) = T~x(|B′| ∩ |B′′|) + T~x(R0,r)

= T~x(|B′| ∩ |B′′|) + T~x(|B′| ∩R0,r) + T~x(R0,r)

= T~x(|B′|) + T~x(R0,r)

= Rn.

Hence, we may conclude that|B| andR0,r are transversal in~x for all τ ∈ T
such that conditions (T2) and (T3) are satisfied.
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We may conclude that|(R′′
0 + τ ) ⊔ F| ⋔ U0, if τ ∈ T andτ is such that for each

box B ∈ ((R′′
0 + τ ) ⊔ F)j for j = 0, . . . , n, either no extra condition holds, the

condition (T1) holds, or both conditions (T2) and (T3) hold.Hence, we obtain a finite
number of conditions on the translations inT . By Corollary 1, the set of translations
τ ∈ T for which a single transversality condition, like (T1), (T2), and (T3), is not
satisfied, has measure zero. Since a finite union of sets of measure zero, also has
measure zero, this implies that for almost all translationsin T , all conditions can be
satisfied simultaneously. This concludes the proof of the lemma.

Let τ 0 be a translation, as specified in Lemma 13. We now define fori = 0, . . . ,m,
Ri = R′′

i + τ 0 and considerR = {R0, . . . ,Rm} andδ′′′ < δ′′ − ‖τ 0‖.

Lemma 14. There exists aδ > 0 such thatR0, . . . ,Rm andδ satisfy properties (i),(ii)
and (iii).

Proof of Lemma 14.We first prove that there exists aδ > 0 such that property (ii) is
satisfied. Indeed, the proof of Lemma 13 shows that fori = 0, . . . ,m, (R′′

i +τ )⊔F ⋔

Ui, holds for anyτ which satisfy a finite number of transversality conditions.Recall
from Section 5.4 that being transversal is a stable property. Hence, ifτ is a translation
vector satisfying these transversality conditions, then there exists anε > 0 such that
anyτ

′ ∈ Rn, for which‖τ ′ − τ‖ < ε, also satisfies these transversality conditions.
SinceRi = R′′

i + τ 0, andτ 0 is such that Lemma 13 holds, there exists aε > 0
such that forτ ∈ Rn, ‖τ‖ < ε,

(Ri + τ ) ⊔ F ⋔ Ui,

for i = 0, . . . ,m. Hence, property (ii) is satisfied forR0, . . . ,Rm andδ = min{δ′′′, ε}.
We now prove thatR0, . . . ,Rm andδ also satisfy property (i). We will need the

following properties which can be readily verified: LetX andY be semi-algebraic sets
in Rn. Then

(1) Xε ⊆ Y ⇒ X ⊆ Y + τ for anyτ ∈ Rn such that‖τ‖ < ε; and

(2) (Xε1)ε2 = Xε1+ε2 .

We already knowcl(U)δ′′ ⊆ int(|BR′′

0 ∪ · · · ∪ BR′′

m |). Let ε = δ′′ − ‖τ 0‖ − δ.
Sinceδ < δ′′ − ‖τ 0‖, ε > 0 and by property (2),

cl(U)δ′′

= (cl(U)δ)‖τ 0‖+(δ′′−‖τ0‖−δ) ⊆ int(|BR′′

0 ∪ · · · ∪ BR′′

m |).

By property (1), we have that

cl(U)δ ⊆ int(|BR′′

0 ∪ · · · ∪ BR′′

m |) + τ ∀τ : ‖τ‖ < ‖τ 0‖ + ε.

In particular,cl(U)δ ⊆ int(|BR′′

0 ∪ · · · ∪ BR′′

m |) + τ 0 = int(|BR
0 ∪ · · · ∪ BR

m|), and
property (i) is satisfied forR andδ.

We now prove that property (iii) is satisfied. LetB ∈ BR
i (τ ) for anyτ ∈ Rn,

‖τ‖ < δ. We distinguish between the following two cases:
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1. i > 0. SinceBR
i (τ ) ⊆ BR′

i (τ 0 + τ ) and‖τ − τ 0‖ < δ′, we have by induction
that there exists a~p ∈ int(|B|) ∩ Ui such thatγcone,A(~p) > diam(B).

2. i = 0. Since|B|∩U0 6= ∅, we need to prove that there exists a~p ∈ int(|B|)∩U0

such thatγcone,A(~p) > diam(B).

So let,~x ∈ |B| ∩ U0. If ~x ∈ int(|B|), we are done. If~x ∈ ∂|B|, then~x ∈
|B′| ∩ U0 for some|B′| ∈ (((R0 ⊔ · · · ⊔ Rm) + τ ) ⊔ F)p and somep. Let
D = (x1 − ε, x1 + ε, . . . , xn − ε, xn + ε) be ann-dimensional box centered
around~x, with ε ∈ R. Forε sufficiently small,|B′| ∩ int(|D|) has the form

(x1 − ε, x1 − ε) × · · · × (xp − ε, xp + ε) × {xp+1} × · · · × {xn},

or a permutation of this form, which is handled analogously.Hence,int(|B|) ∩
int(|D|) has the form

(x1−ε, x1−ε)×· · ·× (xp−ε, xp +ε)× (xp+1, xp+1 +ε)×· · ·× (xn, xn +ε),

or a permutation of this form which is handled analogously, or even a variant
of this form where some of then − p intervals(xi, xi + ε) are replaced by
(xi − ε, xi), which again is handled analogously.

By property (ii),
T~x |B′| + T~x U0 = Rn. (24)

Now, any~v ∈ T~x |B′| is of the form~v = (v1, . . . , vp, xp+1, . . . , xn), hence,
by (24) there exists a tangent vector~w ∈ T~x U0 such thatxp+1 < wp+1, . . . ,
xn < wn. By definition of the tangent space, if‖~w − ~x‖ is small enough, there
exists a point~q in U0 arbitrarily close to~w. This point~q is also arbitrarily close
to ~x, and also hasn− p last coordinates which are strictly greater than then− p
last coordinates of~x. Hence,~q is in int(|B|) ∩ int(|D|) and we have found a
point in int(|B|) ∩ U0.

We now show that for any~p ∈ int(|B|)∩U0, γcone,A(~p) > diam(B). Indeed, any
box inBR

0 (τ ) is included in a box inR′′
0 +τ 0+τ . By (16),R′′

0 consists of boxes
which have a diameter which is strictly smaller than the uniform cone radius of
int(|B|) ∩ U0. Hence,γcone,A(~p) > diam(B) for any point~p ∈ int(|B|) ∩ U0.

As a result, property (iii) is satisfied forR andδ.

This concludes the construction of the box collectionR andδ > 0.

6.2 A First Glance at the Linearization Algorithm

In this section we describe how the special box collectionR constructed in the previous
section, helps us in achieving our goal of linearizing a semi-algebraic setA ⊆ Rn.

First, using the box collectionR, we define

U = BR
0 ∪ · · · ∪ BR

n . (25)
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Recall, thatBR
i stands forBR

i (0). Since eachBR
i is a box collection andint(|BR

i |) ∩
int(|BR

j |) = ∅ for anyi 6= j, U is a box collection too. It is clear thatU inherits some
of the properties ofR. Indeed, by property (i) ofR, we know thatU is a box covering
of cl(A) and by property (iii) ofR, we know that for each boxB ∈ U there exists a
point~p ∈ int(|B|) ∩A such thatγcone,A(~p) > diam(B).

The linearization algorithm, which will be described in more detail in Section 6.3,
works inductively on the boundaries of the boxes inU . For each boxB ∈ U , the lin-
earization algorithm replaces|B|∩A by a semi-linear set in two steps: In the induction

step it replaces the intersection∂|B| ∩A by a semi-linear set ̂∂|B| ∩A on∂|B| which
is homeomorphic to∂|B| ∩ A. Then, for each boxB ∈ U , it replaces|B| ∩ A by the
semi-linear set

Cone( ̂∂|B| ∩A, ~p)
where~p ∈ int(|B|) ∩ A such thatγcone,A(~p) > diam(B). It is shown in Lemma 15
that in this way we end up with a linearization ofA. An illustration of the linearization
algorithm is given in Figure 15.

In order to construct the linearization̂∂|B| ∩A on∂|B| of boxesB ∈ U , we will
need to construct again a box collectionR, but this time on the boundaries of the boxes
in U .

We will decompose the boundaries of the boxes inU according to the direction of
their supporting hyperplanes and according to the coordinate value of the fixed coordi-
nate of these hyperplanes.

These coordinates can be computed as

Coord(U{i}) = {a ∈ R | ∃a1, ∃b1, . . . ,∃ai−1, ∃bi−1, ∃ai+1, ∃bi+1, . . . ,∃an, ∃bn
(a1, b1, . . . , ai−1, bi−1, a, a, ai+1, bi+1, . . . , an, bn) ∈ U{i}},

for i = 1, . . . , n and whereU{i} are then-dimensional box collections defined in (14).
Recall thatU{i} contains alln-dimensional boxes on the boundaries of boxes inU
whoseith coordinates are all equal.

We will need for eacha ∈ Coord(U{i}), all the points incl(A) with theith coordi-
nated fixed toa. I.e.,

cl(A)(i),a := {(x1, . . . , xi−1, xi+1, . . . , xn) ∈ Rn−1 |
(x1, . . . , xi−1, a, xi+1, . . . , xn) ∈ cl(A)}

for i = 1, . . . , n.
Similarly, we define the(n− 1)-dimensional box collections

U(i),a := {(a1, b1 . . . , bi−1, ai+1, . . . , an, bn) ∈ R2(n−1) |
(a1, b1 . . . , bi−1, a, a, ai+1, . . . , an, bn) ∈ U{i}},

for i = 1, . . . , n.
Sincecl(A) = C0 ∪ · · · ∪ Cm, andCm = Rm,n ∪ · · · ∪Rm,0, we have that

cl(A)(i),a = (C0)(i),a ∪ · · · ∪ (Cm)(i),a

(Cj)(i),a = (Rj,n)(i),a ∪ · · · ∪ (Rj,0)(i),a.
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∂|B| ∩ {z = a}

Â

A

a

Construction

Linearize

Cone

x

y

πzz

y

x |B|

U{z}

U(z),a

A(z),a

~p

~p

Figure 15: Illustration of the linearization̂A inside|B|. The top side of∂|B| is shown
together with that part ofU(z) andA lying on it. The top side hasz-coordinatea (top
left). The two-dimensional projected setsU(z),a andA(z),a are shown (top right). The
linearization algorithm is called inductively on these lower dimensional sets (bottom
right). The three-dimensional linearization consists of building a cone with top~p and
base the previous constructed linearization on the boundary of B (bottom left).
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For eachi = 0, . . . , n and eacha ∈ Coord(U{i}) we now show that we can
construct an(n − 1)-dimensional box collectionR as described in Section 6.1, for
cl(A)(i),a in the role of cl(A), (C0)(i),a, . . . , (Cm)(i),a in the role of respectively
U0, . . . , Um, andU(i),a in the role ofF .

However, for the construction to be succesful, we need to verify that we start with
valid input data. In other words, we need to show that(C0)(i),a is a uniform cone
radius with a regular decomposition given by(Rj,n)(i),a and thatF (which isU(i),a)
is in general position with(C0)(i),a for the regular decomposition(Rj,n)(i),a.

Claim 6.1. The sets(C0)(i),a, . . . , (Cm)(i),a form a uniform cone radius decomposi-
tion ofcl(A)(i),a.

Proof. By definition, the sets(C0)(i),a, . . . , (Cm)(i),a form a decomposition ofcl(A)(i),a,
so we only need to show that each of the sets(C0)(i),a, . . . , (Cm)(i),a form a uniform
cone radius collection.

We will need the following property which is readily verified: Let X andY be
semi-algebraic sets inRn. Then,

(1) if Y is closed and bounded, then for allε′ there exists anε such thatXε ∩ Y ⊆
(X ∩ Y )ε′

.

LetH(i),a = {~x ∈ Rn | xi = a} andπi : Rn → Rn−1 defined byπi(x1, . . . , xn) =
(x1, . . . , xi−1, xi+1, . . . , xn). Let j ∈ {0, . . . ,m} and letε′0, . . . , ε

′
m be positive real

numbers. We have that

(Cj)(i),a \
m⋃

k=j+1

((Ck)(i),a)ε′

k = πi((Cj ∩ H(i),a) \
m⋃

k=j+1

(Ck ∩ H(i),a)ε′

k),

By property (1), there existε0 > 0, . . . , εm > 0 such that

(Cj ∩H(i),a) \
m⋃

k=j+1

(Ck ∩H(i),a)ε′

k ⊆ (Ck ∩H(i),a) \
m⋃

k=j+1

(Cεk

k ∩H(i),a) (26)

= (Cj \
m⋃

k=j+1

Cεk

k ) ∩H(i),a.

Moreover, we have thatcl(A) = C0 ∪ · · · ∪ Cm and sinceC0, . . . , Cm is a uniform
cone radius collection, from the inclusion (26), it followsthat

0 < inf{γcone,A((Cj \
m⋃

k=j+1

Cεk

k ) ∩H(i),a)}

6 inf{γcone,A((Cj ∩H(i),a) \
m⋃

k=j+1

(Ck ∩H(i),a)ε′

k)}.
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We will next show that the following inequality holds:

inf{γcone,A((Cj ∩H(i),a) \
m⋃

k=j+1

(Ck ∩H(i),a)ε′

k)}

6 inf{γcone,A∩H(i),a
((Cj ∩H(i),a) \

m⋃

k=j+1

(Ck ∩H(i),a)ε′

k)}

= inf{γcone,πi(A∩H(i),a)(πi((Cj ∩H(i),a) \
m⋃

k=j+1

(Ck ∩H(i),a)ε′

k))}.

Hence,

0 < inf{γcone,A(i),a
((Cj)(i),a \

m⋃

k=j+1

((Ck)(i),a)ε′

k)},

which proves that(C0)(i),a, . . . , (Cm)(i),a is a uniform cone radius collection.
We still need to prove that for each~x ∈ Cj ∩H(i),a,

γcone,A(~x) 6 γcone,A∩H(i),a
(~x).

The proof idea is illustrated in Figure 16. The main ingredient is the construction
of the cone radius as described in the proof of Theorem 2 in [14]. As explained in
the paragraph after Theorem 5, the radius query produces foreach point~x an interval
(0, r) of cone radii, wherer is the minimal distance between~x and each~s ∈ S ⊆ Rn,
whereS contains those points~s which have a tangent space which is orthogonal to
~x − ~s or parallel to one of the axes-parallel hyperplanes. Here, the tangent spaces are
taken with respect to a Whitney-decompositionZ of A which is compatible with the
union of all axes-parallel hyper planes (includingHi,a) through~x. An example of such
a Whitney-decomposition is given in Figure 16 (top right). Also in this figure, we have
depicted the setS. The (maximal) cone radius ofA in (a, b) is illustrated by the dashed
circle centered around(a, b).

Recall that we defined

γcone,A(~x) =
1

2
r =

1

2
min
~s∈S

d(~x,~s),

whered denotes the ordinary distance function.
In the same way,

γcone,A∩H(i),a
(~x) =

1

2
min
~s∈S′

d(~x,~s),

whereS′ contains those points~s which have a tangent space which is orthogonal to
~x − ~s or parallel to one of the axes-parallel hyperplanes. Here, the tangent spaces are
taken with respect to a Whitney-decompositionZ ′ of A ∩H(i),a. An example of such
Whitney-decomposition is given in Figure 16 (bottom right). Also in this figure we
have depictedS′. The (maximal) cone radius is illustrated by the interval bounded by
the two dashed line segments and witha in the middle.
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a a

Whitney-decomposition ofA′

(a, b) (a, b)

Whitney-decomposition ofA

A′ = πx(A ∩ {y = a}

A

Figure 16: Semi-algebraic setA locally around(a, b) (top left). Whitney decomposi-
tionZ ofA compatible with axes-parallel hyperplanes through(a, b) (top right). Inter-
sectionA′ of A with horizontal hyperplane through(a, b) and projected on thex-axis
(bottom left). Whitney decompositionZ ′ of A′ (bottom right). The isolated points
(top and bottom right) denote the critical points, i.e., points(c, d) with a horizontal or
vertical tangent space, or a tangent space perpendicular tothe vector(c, d) − (a, b).
Note that these tangent spaces are relative to the Whitney decomposition. Moreover,
by construction the setS of critical points forA around(a, b) shown as the isolated
points (top right) includes the setS′ of critical points ofA′ arounda (bottom right).
Consequently,γcone,A(a, b) 6 γcone,A′(a).
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Due to the requirement thatZ is compatible with the axes-parallel hyperplanes
through~x, the Whitney-decompositionZ ′ of A∩H(i),a is equal to those strataZ ∈ Z
such thatZ ⊆ H(i),a. In other words,S′ ⊆ S and hence

γcone,A(~x) =
1

2
min
~s∈S

d(~x,~s) 6
1

2
min
~s∈S′

d(~x,~s) = γcone,A∩H(i),a
(~x),

as desired.

Claim 6.2. The sets(Rj,0)(i),a, . . . , (Rj,nj
)(i),a form a regular decomposition of(Cj)(i),a.

Proof. By definition, the sets(Rj,n)(i),a, . . . , (Rj,0)(i),a form a decomposition of(Cj)(i),a,
so we only need to show that each of the sets(Rj,k)(i),a, for k = 0, . . . , n, is regular.
LetH(i),a = {~x ∈ Rn | xi = a} andπi : Rn → Rn−1 defined byπi(x1, . . . , xn) =
(x1, . . . , xi−1, xi+1, . . . , xn).

It is sufficient to show thatRj,k andH(i),a are in general position. Indeed, by the
observation at the end of Section 5.4, the intersection of two regular sets in general
position is again regular. Hence,Rj,k ∩H(i),a is regular. So,(Rj,k)(i),a = πi(Rj,k ∩
H(i),a) is the image by theC1-diffeomorphismπi of a regular set and hence is regular
itself.

We still need to show thatRj,k ⋔ H(i),a. By property (ii) of the constructed box
collectionU , we know thatRj,k ⋔ U and henceRj,k ⋔ |U|ℓ. Let ~x ∈ Rj,k ∩ H(i),a

andB ∈ (U)ℓ such that~x ∈ B ⊂ H(i),a. Note that suchB always exists because
a ∈ Coord(U(i)) andU coversA. Hence,Rj,k ⋔ |B| or in other wordsT~x Rj,k +
T~x |B| = Rn. Since|B| ⊂ H(i),a we have thatT~x |B| ⊆ T~x H(i),a and hence also
T~xRj,k + T~xH(i),a = Rn.

Claim 6.3. The box collectionsU(i),a are in general position with(C0)(i),a, . . . , (Cm)(i),a.

Proof. We need to prove that{|U(i),a|0, . . . , |U(i),a|n} ⋔ {(Rj,k)(i),a | j = 0, . . . ,m,
k = 0, . . . , n}. LetH(i),a = {~x ∈ Rn | xi = a} andπi : Rn → Rn−1 defined by
πi(x1, . . . , xn) = (x1, . . . , xi−1, xi+1, . . . , xn).

We have that|U(i),a|ℓ = πi(|U|ℓ ∩H(i),a). SoB′ ∈ (U(i),a)ℓ if and only if |B′| =

πi(|B|) with B ∈ (U)ℓ and|B| ⊆ H(i),a.
As already observed in the proof of the former claimRj,k ∩ |U|ℓ is a regular set.

Hence, for~x ∈ Rj,k ∩ |U|ℓ the tangent spaceT~x(Rj,k ∩ |U|ℓ) exists. Moreover,
T~x(Rj,k ∩ |U|ℓ) = T~x(Rj,k ∩ |B|) for someB ∈ (U)ℓ and|B| ⊆ H(i),a.

Let |B′| = πi(|B|). We need to prove that

T~x(i),a
|B′| + T~x(i),a

((Rj,k)(i),a) = Rn−1. (27)

We have that

T~x(i),a
|B′| = dπi(Tx |B|), and (28)

T~x(i),a
((Rj,k)(i),a) = dπi(T~x(Rj,k ∩ |B|)), (29)

wheredπi is the differential ofπi [23].
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Moreover, because of property (ii) of the box collectionU and the remark at the
end of Section 5.4 on the intersection of tangent spaces,

T~x |B| + T~x(Rj,k) = Rn, and (30)

T~x(Rj,k ∩ |B|) = T~x Rj,k ∩ T~x |B|. (31)

Now, let (v1, . . . , vi−1, vi+1, . . . , vn) ∈ Rn−1 and let~v = (v1, . . . , vi−1, 0, vi+1,

. . . , vn) ∈ Rn. By (30) there exists~b ∈ T~x |B| and~r ∈ T~x(Rj,k) such that~v = ~b+ ~r.
Moreover, we may takebi = 0 since vectors inT~x |B| have no component in the
ith coordinate. Henceri has to be zero too. By (31), we have~r ∈ T~x(Rj,k ∩ |B|).
Let~b′ = dπi(~b) and~r′ = dπi(~r). Then by (28),~b′ ∈ T~x(i),a

|B′| and by (29)~r′ ∈
T~x(i),a

((Rj,k)(i),a). By construction(v1, . . . , vi−1, vi+1, . . . , vn) = ~b′ + ~r′ proving
(27).

6.3 Putting Everything Together: The Linearization Algori thm

The algorithm that constructs anA-linear set which is homeomorphic to a given semi-
algebraic set, works inductively on the dimension of the surrounding space in which
the semi-algebraic set is embedded.

6.3.1 The bounded case

The algorithm consists of two parts. The first part is a preprocessing step: It takes as
input a bounded semi-algebraic setA in Rn and returns the regular decomposition of
each part of the uniform cone radius decomposition ofA.

Subroutine: PREPROCESS

Input: A semi-algebraic setA in Rn.

Output: A uniform cone radius decompositionC0, . . . , Ck of A and for eachCi

a regular decompositionRi,0, . . . , Ri,i of Ci.

Method:

1. Compute the uniform cone radius decomposition ofA:

A = C0 ∪ · · · ∪Ck.

2. Compute the regular decomposition ofCi, for i = 0, . . . , k:

Ci = Ri,0 ∪ · · · ∪Ri,i.
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Subroutine: L INEARIZE-IN-n-DIMENSIONS

Input: ({Ci}, {Ri,r},F), with C0, . . . , Ck a uniform cone radius collection,
{Ri,r} a regular decomposition ofCi, andF an n-dimensional box col-
lection inRn which is in general position withC0, . . . , Ck.

Output: An A-linear setĈ in Rn which is homeomorphic toC = C0∪· · ·∪Ck.

Method:

• If n > 1 do the following:

1. Compute the box collectionU constructed in Section 6.2.

2. Compute a(3n + 1)-ary relationP consisting of pairs(B, ~pB, b),
whereB is ann-dimensional box inU , ~pB ∈ Rn and b ∈ {0, 1}
such that:

(a) ~pB ∈ cl(C) ∩ int(B) and is uniquely selected for eachB;

(b) γcone,C(~pB) > diam(B); and

(c) b = 0 in case~pB ∈ cl(C) \ C andb = 1 in case~pB ∈ C.

3. Compute allU(i),a with a ∈ Coord(U{i}) andi ∈ {1, . . . , n}.

4. Compute all(Cj)(i),a ⊂ Rn−1 with a ∈ Coord(U{i}) and i ∈
{1, . . . , n}.

5. Compute all(Ri,r)(i),a ⊂ Rn−1 with a ∈ Coord(U{i}) and i ∈
{1, . . . , n}.

6. For all input triples({(Cj)(i),a}, {(Ri,r)(i),a},U(i),a) with a ∈
Coord(U{i}) and i ∈ {1, . . . , n}, apply LINEARIZE-IN-(n − 1)-
DIMENSIONS and embed the result in the corresponding hyperplane
in Rn, i.e., apply(x1, . . . , xn−1) 7→ (x1, . . . , a, . . . , xn−1) wherea
appears in theith position.

7. Initialize Ĉ to the union of the results of the calls toLINEARIZE-IN-
(n− 1)-DIMENSIONS of step 6.

• If n = 1, then do the following:

1. InitializeĈ toC0 ∪ · · · ∪ Ck.

• Output

Ĉ := Ĉ ∪ {Cone(Ĉ ∩ ∂B, ~pB) | (B, ~pB, b) ∈ P andb = 1}
∪ {Cone(Ĉ ∩ ∂B, ~pB) \ {~pB} | (B, ~pB, b) ∈ P andb = 0}.
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Algorithm: L INEARIZE

Input: A bounded semi-algebraic setA in Rn.

Output: An A-linear setÂ in Rn which is homeomorphic toA.

Method:

1. Call LINEARIZE-IN-n-DIMENSIONS(PREPROCESS(A), ∅).

Before we prove the correctness of the LINEARIZE algorithm, we want to point out
the importance of the general position assumption made in the input of the algorithm.
First of all, it allows us to treat all boxes inU in the same way. More specifically,
for every boxB we are assured to have a point~pB ∈ int(|B|) as described in Step
2 of the algorithm (see Lemma 14). The existence of these points is essential for
the linearization as is clear from the last step in the algorithm. Secondly, the general
position assumption ensures that the lower dimensional sets defined in Steps 3–5 are
nice and are again in general position (see the three claims in Section 6.2).This implies
that we can apply LINEARIZE on the lower dimensional sets, which is a key feature for
the algorithm.

Lemma 15. For any semi-algebraic setA in Rn, the setÂ = L INEARIZE(A) is indeed
a linearization ofA.

Proof. The linearity ofÂ is immediate, so we focus on the existence of a homeomor-
phismh : Rn → Rn which mapsA to Â.

The existence proof (which is also a constructive proof) is an inductive proof. Be-
fore we can state the induction hypothesis, we need to define some box collections in
Rn.

We defineU[n] to be then-dimensional box collectionU in Rn constructed in Step
1 when LINEARIZE-IN-n-DIMENSIONS is called.

Let k < n. With each call of LINEARIZE-IN-k-DIMENSIONSduring the lineariza-
tion ofA, we associate the pair(in−k, ai−k) ∈ {1, . . . , n} × R such thatan−k is the
value in Coord(U{in−k}) used in Step 6. Note thatU is the box collection constructed
in Step 1 during the preceding call of LINEARIZE-IN-(k + 1)-DIMENSIONS.

This sequence of pairs gives us a unique identifier for the boxcollection con-
structed in Step 1 during each call of the algorithm. More specifically, we denote by
U(i1,a1),...,(in−k,an−k) the box collectionU constructed in Step 1 of the call LINEARIZE-
IN-k-DIMENSIONScorresponding to(in−k, an−k), which was called within LINEARIZE-
IN-(k+1)-DIMENSIONScorresponding to(in−k−1, an−k−1), and so forth until LINEARIZE-
IN-(n − 1)-DIMENSIONS is called with(i1, a1) within the initial call LINEARIZE-
IN-n-DIMENSIONS. If k = 1, then no box collectionU is constructed since Step
1 is skipped in the algorithm. However, for the purpose of this proof, we define
U(i1,a1),...,(in−1,an−1) to beU{in−1},an−1

whereU is the box collection constructed
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in Step 1 of the preceding call to LINEARIZE-IN-2-DIMENSIONS corresponding to
(in−2, an−2), and so forth.

At the same time the sequence of pairs(ij , aj) tells how to correctly embedU(i1,a1),...,(in−k,an−k)

into Rn. Indeed, the embedding simply maps~x ∈ Rk to the vector~x′ ∈ Rn obtained
by puttingaj at positionij and filling up thek open slots with the values (in this order)
x1, . . . , xk. We will denote this embedding byρ(i1,a1),...,(in−k,an−k).

We now define thek-dimensional box collectionU[k] in Rn as

U[k] = ∪(i1,a1),...,(in−k,an−k)ρ(i1,a1),...,(in−k,an−k)

(
U(i1,a1),...,(in−k,an−k)

)
.

LetU[6k] be the union of all boxes inU[k], . . . ,U[1]. We shall construct homeomor-
phismshk : |U[6k]| → |U[6k]|, such that

• hk(A ∩ |U[6k]|) = Â ∩ |U[6k]|; and

• for all boxesB in U[k], . . . ,U[1], hk||B| : |B| → |B| is a homeomorphism.

We shall construct the homeomorphismshk by induction onk.
For the base case,k = 1 the linearization algorithm keepsA intact (see the case

n = 1 in the description of the LINEARIZE-IN-n-DIMENSIONS algorithm). Hence,
U[1] ∩ Â = U[1] ∩A and we lethk be the identity mapping onU[1]. Both conditions are
trivially satisfied forh1.

Suppose we have constructed a homeomorphismhk−1 : |U[6k−1]| → |U[6k−1]|
such that

• hk−1(A ∩ |U[6k−1]|) = Â ∩ |U[6k−1]|; and

• for all boxesB in U[k] . . . ,U[1], hk−1||B| : |B| → |B| is a homeomorphism.

LetB′ ∈ U[k], then we will definehk||B′| : |B′| → |B′| as the composition of two
homeomorphismsf andg. Let us first describe the homeomorphismg. By definition,
|B′| = ρ(i1,a1),...,(in−k,an−k)(|B|) with B ∈ U(i1,a1),...,(in−k,an−k).

LetP be the relation computed in Step 2 afterU(i1,a1),...,(in−k,an−k) was computed.
By the definition of the relationP and by Theorem 4 there exists a homeomorphism
g||B| : |B| → |B| such thatg|∂|B| is the identity, and either

1. g||B|(|B| ∩A) = Cone(A ∩ ∂|B|, ~pB) in case(B, ~pB , 1) ∈ P ; or

2. g||B|(|B| ∩A) = Cone(A ∩ ∂|B|, ~pB) \ {~pB} in case(B, ~pB, 0) ∈ P .

Since the second case is completely analogous to the first case, we assume that the first
case holds forg. This concludes the description of the homeomorphismg.

Before we explain the construction of the second homeomorphismf , we show how
to partition|B| using the boundary of boxes|Bt| parametrized byt ∈ [0, 1]. Suppose
that |B| = [a1, b1] × · · · × [an, bn] and suppose~pB = (c1, . . . , cn), with ai < ci < bi
for i = 1 . . . , n. Then the following sets, for0 6 t 6 1:

|Bt| := [ta1 + (1 − t)c1, tb1 + (1 − t)c1] × · · ·
× [tan + (1 − t)cn, tbn + (1 − t)cn] 0 6 t 6 1,
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f(~x)

∂|Bt0 |

∂|B|

~pB

L′

L

~x
~y

hk−1(~y)

Figure 17: Construction of the homeomorphismf : |B| → |B|. The figure shows the
construction off(~x) for a point~x ∈ |B|.

partition|B| such that|B| = ∪t∈[0,1]∂|Bt|.
Let ~x ∈ |B|. To start with the construction off(~x) for ~x ∈ |B|, we define the

uniquet0 such that~x ∈ ∂|Bt0 |. Then, letL be the halfline from~pB to ~x and define

~y = L ∩ ∂|B|.

Next, letL′ is the halfline from~pB to hk−1(~y). Note thathk−1(~y) still lies on the
boundary∂|B|. Finally, definef ||B| : |B| → |B| in ~x as

f ||B|(~x) = ∂|Bt0 | ∩ L′.

It can easily be verified thatf ||B| is a homeomorphism from|B| to |B| such that

f ||B|(Cone(A ∩ ∂|B|, ~pB)) = Cone(hk−1(A ∩ ∂|B|), ~pB)). (32)

Finally, we definehk||B′| : |B′| → |B′| using the composition of the two homeo-
morphismsf ||B| andg||B| i.e.,

hk||B′| = ρ(i1,a1),...,(in−k,an−k) ◦ f ||B| ◦ g||B| ◦ πi1,...,in−k
.

We now definehk : |U[6k]| → |U[6k]| as

hk :=
⋃

B∈U[k]

hk||B|,

and show that it has the desired properties. First, we prove thathk is a homeomorphism.
By the Gluing Lemma [35, Lemma 3.8], it is sufficient to show that for any two boxes
B andB′ in U[k], we have that

hk||B|∪|B′| = hk||B| ∪ hk||B′| : |B| ∪ |B′| → |B| ∪ |B′|.

For this to hold, it is sufficient to show that for anyk-dimensional boxB′ ∈ U[k] in
Rn,

(hk||B|)||B′| = (hk||B′|)||B|. (33)
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This holds indeed. If|B| ∩ |B′| = ∅, then we are done. Suppose that~x ∈ |B| ∩ |B′|.
Then by the definition of a box collection,~x ∈ ∂|B| ∩ ∂|B′|. Now, for every box
B′′ ∈ U[k], hk|∂|B′′|(~x) = f |∂|B′′|(~x) = hk−1(~x). Hence,

(hk||B|)||B′|(~x) = hk|∂|B|∩∂|B′|(~x)

= hk−1(~x)

= hk|∂|B′|∩∂|B|(~x)

= (hk||B′|)||B|(~x).

Hence,hk : |U[6k]| → |U[6k]| is a homeomorphism.
Second, we show that for all boxesB in U[k], . . . ,U[1], hk−1||B| : |B| → |B| is a

homeomorphism. By construction this holds for any boxB ∈ U[k]. For boxesB′ in
U[i] for i < k it sufficient to observe that such boxesB′ lie on the boundary of a boxB
in U[k], and on these boundarieshk coincides withhk−1 for which the desired property
holds by induction.

Finally, we still need to verify thathk(A∩ |U[6k]|) = Â∩ |U[6k]|. It is sufficient to

show thathk(A∩ |B|) = Â∩ |B| for anyB ∈ U[k]. By (32), the induction hypothesis,

and the definition of̂A in the algorithmLINEARIZE-IN-n-DIMENSIONS,

hk(A ∩ |B|) = Cone(hk−1(A ∩ ∂|B|), ~pB)

= Cone(Â ∩ ∂|B|, ~pB)

= Â ∩ |B|.

Since|U| is closed, a standard result from topology [36] implies thatthe final ho-
meomorphismhn can be extended to a homeomorphismh : Rn → Rn.

We are now ready to state the main result of this section.

Theorem 7. For eachn there exists anFO+POLY+TC formula linearize over
the schemaS = {S}, with S an n-ary relation name, such that for any polynomial
constraint databaseD overS, linearize(D) is an algebraic linearization ofSD, if
SD is bounded.

Proof. The desired FO+POLY+TC formulalinearize expresses the algorithm LIN-
EARIZE described above. From Lemma 5 and Lemma 7, it follows that thealgorithm
PREPROCESSis FO+POLY-expressible.

Concerning the algorithm LINEARIZE-IN-n-DIMENSIONS we have the following:
In step 1, the box collectionU is computed. In the construction of this box collection
in Section 6.1 we need to compute the following things:

• The computation of a uniform cone radius. This is FO+POLY-expressible by
Theorem 5.

• The computation of a finite number of box coverings, i.e., theεV

4
√

n
− cover(V )

coverings of Section 6.1. This is FO+POLY+TC-expressible by Proposition 3.
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• A candidateτ ∈ Rn as specified in Lemma 13 needs to be found. Since this
is essentially checking a finite number of transversality conditions, this is FO+
POLY-expressible by Lemma 8.

Hence, we may conclude that the computation ofU is in FO+POLY+TC. In step 2, the
relationP is constructed. Given the box collectionU , we know by property (iii) of
this collection that in eachB ∈ U there exists a point~p ∈ int(|B|) ∩ cl(C) such that
γcone,C(~p) > diam(B). The set of points inint(|B|) with this property is FO+POLY-
expressible by Theorem 5. Hence, we can also select in FO+POLY for eachB ∈ U , a
unique representant among these points. This will be~pB. Hence, we may conclude that
the computation of the relationP is FO+POLY-expressible. In step 3,4, and 5, we need
to compute Coord(U{i}), U(i),a, (Cj)(i),a, and(Ri,r)(i),a. By definition these are all
FO+POLY-expressible. In step 6 we call the algorithmn times. We have to be careful
how the inductive step is translated in FO+POLY+TC. A straightforward translation
would result in a parametrized call of the transitive closure operators in the compu-
tation of the box coverings in step 1. Observe, however, thatthe set of parameters
Coord(U(i)) for i = {1, . . . , n} can be computed inside the transitive closure operator
and that these parameters can then be passed on outside the transitive closure operator
by simply annotating the vectors inside the transitive closure with these parameters.
Indeed, suppose that we want to compute the transitive closure of a parameterized set
X ∈ Rn+m where the lastm coordinates are the parameters. Suppose that the set of
parameters is FO+POLY+TC-definable from the database by a formulaϕ. We now de-
fineY = [TC~x,~a;~y,~bX ∧~a = ~b∧ϕ(~a)]. We can then uniquely identify the result of this
transitive closure computation for each parameter value byasking for all(~x,~a) ∈ Y
for whichϕ(~a) holds. By adapting the box-covering formula constructed inproposi-
tion 3, we can compute the box coverings for the parameter setCoord(U(i)) in parallel
and keep them apart afterwards. In this way, we do not need parametrized transitive
closure and hence step 6 is expressible in FO+POLY+TC.

In step 7 a simple union is performed (which is trivially in FO+POLY) and finally
the cones are constructed which is also clearly expressiblein FO+POLY.

Since the recursion depth is bounded by the dimension, we canwrite the complete
execution of the algorithm as a single FO+POLY+TC formula.

If the linearization obtained in Theorem 7 also needs to be a good approximation
from a metrical point of view, we can easily adapt the algorithms such that the approx-
imation lies arbitrarily close to the original polynomial constraint database. Indeed,
we can simply bound the diameter of the boxes used in the construction by a specified
ε-value. We will see some applications of theseε-approximationsin the next section.

Theorem 8. For eachn there exists anFO+POLY+TC queryε-approx over the
schemaS = {S} with S an n-ary relation name, such that for any polynomial con-
straint databaseD over S such thatSD is bounded, the setε-approx(D) is an
algebraicε-approximation ofSD.

Proof. The proof follows at once from the fact that the homeomorphismh constructed
in the proof of Theorem 7 mapsA ∩ |B| to Â ∩ |B|, for each boxB ∈ U . So, if
~p ∈ A ∩ |B| then alsoh(~p) ∈ |B|. Because diam(B) < ε the distance between~p and
h(~p) is smaller thanε, so in this casêA will be anε-approximation ofA.
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(0, 0, 1) (0, 0, 1)
σρ

(0, 0, 0)

Figure 18: A semi-algebraic set (shaded area) is mapped ontothe sphereS2(~0, 1),
flipped vertically, and projected back onto the sphereS2(~0, 1). This brings the point at
infinity ~p∞ to the origin~0.

6.3.2 The general case

Let A be an unbounded semi-algebraic set inRn. We reduce the construction of an
algebraic linearization ofA to the construction for bounded semi-algebraic sets as fol-
lows:

First, we need to define thecone radius ofA in the point at infinity~p∞. Consider
the embeddingi : Rn → Rn+1 : (x1, . . . , xn) 7→ (x1, . . . , xn, 0). Let ρ : Rn+1 →
Rn+1 be the reflection defined by(x1, . . . , xn+1) 7→ (x1, . . . , xn,−xn+1). Let Rn ∪
{~p∞} be the one-point compactification ofRn [35]. Finally, consider the stereographic
projectionσ : Sn((0, . . . , 0), 1) → i(Rn) ∪ {~p∞} defined byσ(x1, . . . , xn+1) =
(x1,...,xn)
1−xn+1

andσ(0, . . . , 0, 1) = ~p∞.
We define a cone radius ofA at~p∞ as a cone radius of the semi-algebraic set

i−1(σ(ρ(σ−1(i(A) ∪ {~p∞}))))

in the origin ofRn. The local conic structure of semi-algebraic sets implies that there
exists anm > 0 such that{~x ∈ Rn | ‖~x‖ > m} ∩ A is topologically equivalent to
{λ~x ∈ Rn | ~x ∈ ∂([−m,m] × . . .× [−m,m]) ∩A ∧ λ > 1}.

We now present the unbounded version of the algorithm LINEARIZE.

Algorithm L INEARIZE′

Input: A semi-algebraic setA in Rn Rn.

Output: An A-linear setÂ in Rn which is homeomorphic toA.

Method:

1. Compute a cone radiusm of A in ~p∞. LetM = [−m,m]× . . .× [−m,m].

2. Call Linearize(A ∩M).
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3. Output

Â := ̂(A ∩M) ∪ {λ~x ∈ Rn | ~x ∈ A ∩ ∂M ∧ λ > 1}.

We obtain the following generalization of Theorem 7:

Theorem 9. For eachn there exists anFO+POLY+TC formula linearize over
the schemaS = {S}, with S an n-ary relation name, such that for any polynomial
constraint databaseD overS, linearize(D) is an algebraic linearization ofSD.

6.4 Rational Linearizations

We now refine the previous theorems torational linearization.

Theorem 10. For eachn there exists anFO+POLY+TC queryratlin over the schema
S = {S}, with S n-ary, such that for any polynomial constraint databaseD overS
such thatSD is bounded,ratlin(D) is a rational linearization ofSD.

Proof. We can obtain this result easily by modifying the construction of the special
box collection in Section 6.1 in the following way. When in this construction the box
coveringV of size εV√

n
is computed, we compute a rational number that is smaller

than εV√
n

, and take this as the size of the box coveringV to be computed. By similar
techniques as those in Section 4, it is easy to show that thereexists an FO+POLY+
TC query which returns a rational number smaller than the input number. In this way,
all boxes inR ⊂ Q2n. A second adaptation is that the relationP is replaced by the
following relation

P ′ = {(B,~cB, b) ∈ U × Qn × {0, 1} | ∃~pB(B, ~pB, b) ∈ P},

where~cB denote the center of the boxB.
In this way the algorithm LINEARIZE-IN-n-DIMENSIONS will select points with

rational coordinates.

We also have a rational equivalent of Theorem 8.

Theorem 11. For eachn there exists anFO+POLY+TC queryε-ratlin over the
schemaS = {S}, with S an n-ary relation name, such that for any polynomial con-
straint databaseD overS such thatSD is bounded, the setε-ratlin(D) is a ratio-
nal ε-approximation ofSD.

6.5 The Connectivity Query

Although we know already that the connectivity query, whichasks whether a polyno-
mial constraint database is connected, is expressible in FO+POLY+TCS, we show in
this section that the connectivity query is already expressible in FO+POLY+TC. Let
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A be a semi-algebraic set inRn. For semi-algebraic sets, expressing the connectiv-
ity query is the same as expressing whether any two points canbe connected by a
path lying entirely inA [6, Proposition 2.5.13]. One can even choose the paths to be
semi-algebraic, in case of a semi-algebraic set, and semi-linear, in case of a semi-linear
set [44, Proposition 3.2, Chapter 6].

We now show that this query can be expressed in FO+POLY+TC using the formula
linearize given in Theorem 9.

LetS = {S}, with S ann-ary relation name. Consider the FO+POLY+TC formula
lineconn(~r, ~s) overS such that for any databaseD overS, (~p, ~q) ∈ lineconn(D)
if and only if

∀λ(0 6 λ 6 1), λ~p+ (1 − λ)~q ∈ linearize(D).

Define now the FO+POLY+TC sentenceconnected which tests for any databaseD
overS whether

∀~p ∈ linearize(D), ∀~q ∈ linearize(D), (~p, ~q) ∈ [TC~x;~ylineconn(D)].

Proposition 4. Let S = {S} with S an n-ary relation name. TheFO+POLY+TC
formulaconnected always terminates and expresses the connectivity query.

Proof. Sincelinearize(D) is topologically equivalent toSD, SD is connected if
and only iflinearize(D) is. Sincelinearize(D) is semi-linear, two points~p and~q
belong to the same connected component oflinearize(D) if and only if there exists
a piecewise linear path from~p to ~q lying entirely in linearize(D). The formula
connected expresses that all points oflinearize(D) belong to the same connected
component, i.e., thatlinearize(D) is connected.

To conclude that the evaluation of the transitive closure inthe formulaconnected
ends in finitely many steps, we need to show that there exists an upper bound on the
number of line segments inlinearize(D), needed to connect any two points in the
same connected component oflinearize(D). Now, any semi-linear set can be de-
composed in a finite number of convex sets [44]. The finitenessof this decomposition
yields the desired bound.

Since FO+POLY+TC is included in stratified DATALOG with polynomial con-
straints, Proposition 4 solves the question [15, 31, 33] whether stratified DATALOG
with polynomial constraints can express the connectivity query.

6.6 Volume Approximation

In this section, we shall use the box covering and theε-approximation to approximate
the volume of semi-algebraic sets with an FO+POLY+TC formula. We restrict our
attention to bounded semi-algebraic sets and require that the evaluation of this FO+
POLY+TC formula is effective for all bounded semi-algebraic inputs.

Let S = {S}, with S ann-ary relation name. LetD be a polynomial constraint
database overS.

The volumeof a databaseD is defined as the Lebesgue-measure of the semi-
algebraic setSD ⊆ Rn, and is denoted by VOL(D).
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A

L

Figure 19: A semi-algebraic setA with κ(A) = 12.

Since we want an FO+POLY+TC formula whose evaluation is effective on all da-
tabases, it is impossible to define theexactvolume of polynomial constraint databases
in FO+POLY+TC. Indeed, consider the database consisting of the unit diskD in R2.
The volume ofD equalsπ. Sinceπ is not algebraic, this value cannot be the output of
an effective FO+POLY+TC query.

Hence, as suggested by Koiran [28], and Benedikt and Libkin [5], we consider for
eachε > 0, an ε-volume approximation queryVOLε, such that for any polynomial
constraint databaseD overS, such that ifv ∈ VOLε(D), then

|v − VOL(SD)| < ε.

It is known that volume approximation is not expressible in FO+POLY [5]. We
show that it is expressible in FO+POLY+TC.

We will use the following result:

Theorem 12([28]). LetA be a semi-algebraic set inRn, and letδ-cover(A) be its box
covering of sizeδ. Then

|VOL(A) − VOL(δ-cover(A))| < 1

δ
(diam(A))n+1κ(A)n, (34)

whereκ(A) is the maximal number of connected components of the intersection ofA
with any axis-parallel lineL (see Figure 19), and wherediam(A) is the diameter of
A.5

Theorem 13. For eachε > 0, there exists anε-volume approximation query inFO+
POLY+TC.

Proof. We first show that the numberκ of Theorem 12 is expressible in FO+POLY+TC.
Thereto, first we definen setsKi which contain(2n−1)-tuples(a1, . . . , ai−1, ai+1, . . . , an, ~p)
whereaj ∈ R for j = 1, . . . , i − 1, i + 1, . . . , n, and where~p is either an isolated
point on the intersection ofA with {~x | ∧

j 6=i xj = aj}, or the middle of an inter-
val in this intersection. Using similar techniques as in Section 4, we compute for each
(a1, . . . , ai−1, ai+1, . . . , an) the number of points~p, such that(a1, . . . , ai−1, ai+1, . . . , an, ~p) ∈
Ki. We then obtainn setsK ′

i consisting ofn-tuples(a1, . . . , ai−1, ai+1, . . . , an, N)
with N ∈ N, and we defineMi to be the maximum of all thoseN which are inK ′

i for
some(a1, . . . , ai−1, ai+1, . . . , an). Finally,κ = max{M1, . . . ,Mn}.

5ForX ⊆ Rn bounded, thediameterof X is defined as the supremum of{‖~x − ~y‖ | ~x, ~y ∈ X}.
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Let δ = 1
ε (diam(SD))nκ(SD)n+ 1. By Proposition 3, the box covering ofSD of

sizeδ is expressible in FO+POLY+TC. By Theorem 12, VOL(δ-cover(SD)) approxi-
mates the volume ofSD within anε-error margin.

Recall thatδ-cover(SD) is represented as a2n-ary relation. Each2n-tuple corre-
sponds to ann-dimensional box of sizeδ (see Section 5.5). Letnrofboxes(y) be
the formula

[TC~b,x;~b′,x′
lexicographic(~b,~b′) ∧ x′ = x+ 1](~bmin, 1,~bmax, y),

wherelexicographic(~b,~b′) is an FO+POLY formula expressing that~b is less than~b′

with respect to the lexicographical ordering on tuples inRn, and where~bmin,~bmax ∈
δ-cover(SD) is the minimum (respectively maximum)n-tuple in δ-cover(SD) with
respect to the lexicographical ordering. Finally, letN ∈ R such thatnrofboxes(N)
holds. Then we define VOLε(v) to be the FO+POLY+TC formula which expresses that
v = Nδn.

Since theδ-approximation ofA is included in the box coveringδ-cover(A), a better
volume approximation can be obtained by using the volume of the δ-approximation
instead of the volume ofδ-cover(A). By the next theorem, this also gives an FO+
POLY+TC expressibleε-approximation query.

It is known that taking the volume of a semi-linear set does not take us out the
semi-algebraic setting and that the volume of a semi-linearset can be expressed in the
aggregate language FO+POLY+SUM [5].

Theorem 14. Let S = {S}, with S an n-ary relation name. There exists anFO+
POLY+TC formula volume overS, such thatvolume(SD) is the volume ofSD for
any linear constraint databaseD overS.

Proof. If dim(SD) < n, then we definevolume(x) ≡ x = 0. Suppose thatdim(SD) =
n. Since VOL(SD) = VOL(cl(int(SD))), we actually may assume thatSD is closed
and consists entirely ofn-dimensional pieces.

It is well-known thatSD is a finite union of convex setsc1, . . . , cr of a partition of
Rn induced by a finite number of(n − 1)-dimensional hyperplanesH1, . . . , Hs [48].
Vandeurzen et al. [48] show that there exists an FO+POLY formulahyperplanes(v1,
. . . , vn, d) such thathyperplanes(D) consists ofs tuples(~v1, d1), . . . , (~vs, ds) such
thatHi = {~x ∈ Rn | ~vi~x = di}. Moreover, there exists an FO+POLY formulapoints
such thatpoints(D) is equal to the extremal points of the convex setsc1, . . . , cs.
Recall that theextremal pointsof a convex set are those points which cannot be written
as a linear combination of two other points of the convex set [51].

We now want to retrieve the extremal points of the convex setsc1, . . . , cr. In order
to do so, we shall first select a unique point in the interior ofeach convex set. With
each of these points we then associate all special points which are in the corresponding
convex set. These will be then the extremal points.

We thus define an FO+POLY+TC formulaunique overS such thatunique(D)
consists of points~p1, . . . , ~ps such that~pi ∈ int(ci) for i = 1, . . . , s. The formula
unique makes use of the following formulas overS.
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• A formula overS which computes the barycenter of anyn-dimensional simplex
obtained as the convex hull of an(n+1)-tuple of points inspecialpoints(D),
i.e.,

barycenter(~x) ≡ ∃~y1 . . .∃~yn+1(
n∧

i=1

points(~yi)

∧ xi =
1

n+ 1
((~y1)i + · · · + (~yn+1)i)).

• A formulainteriorsoverS which computes the interiors of the setsc1, . . . , cs,
i.e.,

interiors(~x) ≡ S(~x) ∧ ¬(∃~v∃d(hyperplanes(~v, d) ∧ ~v · ~x = d)).

• A formula overS which checks whether two barycenters are in the same convex
setci for somei, i.e.,

samecell(~x, ~y) ≡ barycenter(~x) ∧ barycenter(~y)

∧ ∀λ(0 6 λ 6 1) → interiors(λ~x + (1 − λ)~y)

We then define the formulaunique(~x) as

∀~zsamecell(~x, ~z) → lexicographic(~x, ~z),

wherelexicographic(~x, ~z) is an FO+POLY formula expressing that~x is less than or
equal~z with respect to the lexicographical ordering on tuples inRn.

Define the formula

extremal(~x, ~y) ≡ points(~x) ∧ unique(~y)

∧ ∀λ(0 < λ 6 1) → interiors(λ~y + (1 − λ)~x).

We can now identify each convex setc1, . . . , cr, so we may focus on a single con-
vex set. We now show that, given the extremal points of a convex set c in Rn, a
decomposition ofc in a finite number ofn-simplices can be constructed in FO+POLY.
Then-simplices will be represented byn+ 1 independent points.

We first identify the hyperplanes which have(n−1)-dimensional intersection with
the boundary of the convex setc. Let ~e1, . . . , ~ek be the extremal points ofc. Let
onboundary be the FO+POLY formula which selects the tuples inhyperplanes(D)
with this property. Next, letsamefacebe an FO+POLY formula such thatface(~e,~v, d)
if and only if ~e is an extremal points ofc, (~v, d) ∈ onboundary(~e1, . . . , ~ek), and
~e ∈ {~x ∈ Rn | ~v · ~x = d}. In this way we can group the extremal points ofc such that
each group corresponds to a single face of the convex cellc.

For each face ofc, we now project the extremal points corresponding to this face
to Rn−1, such that they are the extremal points of a convex set inRn−1. So, if
face(~x1, ~v, d, ~e1, . . . , ~ek) ∧ · · · ∧ face(~xℓ, ~v, d, ~e1, . . . , ~ek), then we obtain extremal
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points of a convex set inRn−1 as follows: Leti ∈ {1, . . . , n} be such that{~x ∈ Rn |
xi = 0} is not perpendicular to{~x ∈ Rn | ~v · · ·~x = d} (This can be easily expressed
in FO+POLY). Then consider the projectionπi : Rn → Rn−1 defined asπi(x1, . . . ,
xn) 7→ (x1, . . . , xi−1, xi+1, . . . , xn) and apply this map on~x1, . . . , ~xℓ.

Algorithm TRIANGULATE-IN-n-DIMENSIONS

Input: The extremal points~e1, . . . , ~ek of a convex setc in Rn.

Output: A finite number ofn-simplices forming a decomposition ofc.

Method:

1. Compute the pairs(~v, d) ∈ onboundary(~e1, . . . , ~ek).

2. For each(~v, d) ∈ onboundary(~e1, . . . , ~ek) do the following:

(a) Computeface(~x,~v, d, ~e1, . . . , ~ek).

(b) Find ani as described above and call TRIANGULATE-IN-(n − 1)-
DIMENSIONS(πi(face(~v, d, ~e1, . . . , ~ek)))

3. Select a point~pn+1 in the interior ofc.

4. Output the(n + 1)-tuples(~p1, . . . , ~pn, ~pn+1) where(~p1, . . . , ~pn) is ann-
tuple in the result of the calls of TRIANGULATE-IN-(n− 1)-DIMENSIONS

in step 2(b).

We now define the FO+POLY formulasimplexdecompoverS such thatsimplex-
decomp(D) is a decomposition inton-simplices ofSD, for any polynomial con-
straint databaseD over{S}. Let triang be a formula which expresses the algorithm
TRIANGULATE-IN-n-DIMENSIONS. Then

simplexdecomp(~x1, . . . , ~xn+1) ≡ ∃~y(unique(~y)
∧ triang(extremal)(~x1, . . . , ~xn+1, ~y)).

Let (~p1, . . . , ~pn+1) be ann-simplex points. Let~ri = ~pi − ~p1 for i = 2, . . . , n+ 1,
and letG be then× n matrix whose rows contain the coordinates of the vectors~rj for
1 6 j 6 n. Then by the Gram determinant formula [37], the volume of(~p1, . . . , ~pn+1)
is equal to

|det(GGt)| 12
n!

,

whereGt is the transpose ofG. Hence, the volumes of the simplices are expressible
by an FO+POLY formula, which we will denote byvolsimplex.
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Finally, define

Ψ(y) ≡ [TCx,s;x′,s′s = ∃~p1, . . . ,∃~pn+1, ∃~q1, . . . ,∃~qn+1

volsimplex(~p1, . . . , ~pn+1) ∧ s′ = volsimplex(~q1, . . . , ~qn+1)

∧ successor(~q1, . . . , ~qn+1, ~p1, . . . , ~pn+1)

∧ simplexdecomp(~p1, . . . , ~pn+1) ∧ simplexdecomp(~q1, . . . , ~qn+1)

∧ x′ = x+ s](0, v1, y, vℓ),

wheresuccessor is a successor relation defined on then-simplices in the decom-
position into simplicessimplexdecomp(D), and wherev1 andvℓ are respectively the
volume of the first and last simplex according to this successor relation. The total
volume ofSD is then given by

volume(v) ≡ ∃yΨ(y) ∧ v = y + vℓ,

with vℓ as above.
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