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Abstract: This paper presents a sensitivity analysis of a genetic algorithm (GA) as ap-
plied to the multiobjective shortest path problem (MSPP). The study explores the ro-
bustness of the multi-objective evolutionary algorithm in terms of the sensitivity of its 
output to changes in its input parameters.  Results show that mutation and the recombi-
nation operators only slightly affect the exploration and exploitation of solutions in the 
multiobjective shortest path problem. However, the size of the population and the num-
ber of generations of the GA largely influence the output of the genetic algorithm.  
Keywords: Multi-objective evolutionary algorithm, genetic algorithm, multi-objective 
shortest path, sensitivity analysis. 

 
 

1. INTRODUCTION 
 
Solutions to the multi-objective shortest path problem (MSPP) have been pre-

sented by various researchers in the areas of optimization as in route planning for 
traffic and transport design (Granat and Guerriero, 2003; Lacomme et al., 2003) and 
information and communications network design (Gen and Lin, 2004; Kumar and 
Banjerie, 2003).  The MSPP is concerned in finding a set of efficient paths with re-
spect to two or more objectives that conflict one another as in the problem of finding 
efficient routes in transportation planning that simultaneously minimize travel cost, 
path length, and travel time.  The concept of optimization in the MSPP in general is 
different from the single-objective optimization problem wherein the task is to find 
one solution that optimizes a single objective function.  Whereas, the task in a multi-
objective problem is to find an optimal solution that simultaneously optimizes all ob-
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jectives and in such a case, there is no single optimal solution, but a set of efficient or 
nondominated solutions. 

A variety of algorithms and methods such as dynamic programming, label se-
lecting, label correcting, interactive methods, and approximation algorithms have 
been implemented and investigated with respect to the MSPP (Ehrgott and Gandi-
bleux, 2000).  The problem is known to be NP-complete (Garey and Johnson, 1979). 
It has been shown that a set of problems exists wherein the number of Pareto-optimal 
solutions is exponential in terms of runtime complexity in the worst-case. But some 
labeling algorithm studies dispute this exponential behavior. Gandibleux et al. (2006) 
show that in practice, the number of efficient paths is not exponential. A separate 
study by Müller-Hannemannand and Weihe (2001) also show that the cardinality of 
efficient paths in a bicriteria shortest path problem is not exponential as long as the 
instances are bounded by the characteristics as defined in their experiment. 

While some researchers focus on exhaustive solutions or on improvements 
thereof, other researchers are more concerned with better runtime solutions.  Hansen 
(1979) and Warburton (1987) avoid the complexity problem by developing fully 
polynomial time approximation schemes (FPTAS) for finding paths that are approxi-
mately Pareto-optimal. Tsaggouris et al. (2006) present an improved fully polynomial 
time approximation scheme for the multicriteria shortest path problem and a new ge-
neric method for obtaining FPTAS to any multi-objective optimization problem with 
non-linear objectives.   

Interactive procedures similarly avoid the complexity problem by providing 
user-interfaces that assists the decision-maker to focus on promising paths that iden-
tify better solutions according to preference (Coutinho et al., 1999; Granat and Guer-
riero, 2003). 

Evolutionary algorithms (EAs) have been used in single-objective optimization 
problems but only a few researchers have applied EAs to the multi-objective shortest 
path problem. Gen and Lin (2004) demonstrate a new multi-objective hybrid genetic 
algorithm to improve solutions to the bicriteria network design problem (finding 
shortest paths) with two conflicting objectives of minimizing cost and maximizing 
flow.  Their paper shows how the performance of a multi-objective genetic algorithm 
can be improved by hybridization with fuzzy logic control and local search. Kumar 
and Banerjee (2003) describe a method on multi-criteria network design (shortest 
paths and spanning trees) with two primary objectives of optimizing network delay 
and cost subject to satisfaction of reliability and flow constraints. They conclude that 
the primary advantage of EAs to solve multi-objective optimization problems is its 
generation of diverse solutions and its polynomial runtime.  The paper by Chrichigno 
and Baran (2004) presents similar representations (spanning trees) to Kumar’s for a 
multicast algorithm. The basic difference between both algorithms is the latter adopts 
the Strength Pareto Evolutionary Algorithm (SPEA) in generating efficient solutions 
to the multicast routing problem.  Pangilinan and Janssens (2007) describe the behav-
ior and performance of an MOEA in terms of diversity of solutions, runtime com-
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plexity, and optimality of solutions. Their results, as tested on several network in-
stances, show that a multi-objective evolutionary algorithm (MOEA) is a good poly-
nomial-time method in finding a subset of efficient paths in an MSPP and is particu-
larly beneficial when intractability and memory issues become obstructions to finding 
efficient solutions to MSPP-related problems. 

The studies using evolutionary algorithms show several advantages in terms of 
addressing intractability issues and diversity of solutions over other methods, yet lit-
tle has been shown regarding it robustness. In this regard, this paper attempts to de-
scribe the MOEA’s robustness to changes in the input factors such as recombination 
and mutation probabilities, density of network, and type of network configuration. 

 
 
2. PROBLEM DEFINITION 
 
2.1 Multi-objective shortest path problem 

 
Given a directed graph G = (V, E), where V is the set of vertices (nodes) and E 

the set of edges (arcs) with cardinality |V| = n and |E| = m and a d-dimensional func-
tion vector c:E→ [ℜ+]d .  Each edge e belonging to E is associated with a cost vector 
c(e).  A source vertex s and a sink vertex t are identified. A path p is a sequence of 
vertices and arcs from s to t.  The cost vector C(p) for linear functions of path p is the 
sum of the cost vectors of its edges, that is  C(p) = Σ e∈p c(e) while C(p) = mine∈p c(e) 
for min-max functions. Given the two vertices s and t, let P(s, t) denote the set of all 
s-t paths in G.  If all objectives are to be minimized, a path p∈P(s, t) dominates a path 
q∈P(s, t) iff Ci(p) ≤ Ci(q), i = 1,…,d and we write p p  q. A path p is Pareto-optimal if 
it is not dominated by any other path and the set of nondominated solutions (paths) is 
called the Pareto-optimal set.  The objective of the MSPP is to compute the set of 
nondominated solutions that is the Pareto-optimal set P  of P(s,t) with respect to c.   

The problem of the single-source multi-objective shortest path is to find the set 
of all paths from s to all other vertices in G, i.e. to find the Pareto-optimal set of 
P(s,t), ∀t∈V 

 
 
2.2 Sensitivity analysis 
 
The purpose of uncertainty analysis is to determine the uncertainty in estimates 

for dependent variables of interest (Saltelli 2000, Saltelli 1993). The purpose of sensi-
tivity analysis (SA) is to determine the relationships between the uncertainty in the 
independent variables and the uncertainty in the dependent variables.  Uncertainty 
analysis typically precedes SA since there is no reason to perform SA when the un-
certainty in a dependent variable is under an acceptable bound or range. Sensitivity 
analysis is the study of how variation in an observe response can be apportioned to 
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different possible sources or factors X. It tries to determine how the output Y varies 
according to changes in the inputs.   

In the MSPP sensitivity analysis, the problem is concerned with the evaluation 
of the GA input parameters such as mutation rate and recombination probability, and 
the operators themselves in terms of their influence on the variation in finding effi-
cient paths. 

 
 
3. PROBLEM SOLUTION 
 
3.1 Multi-objective evolutionary algorithm framework 

 
Evolutionary algorithms are adaptive heuristic search algorithms based on the 

evolutionary ideas of natural selection and genetics. As such they represent an intelli-
gent exploitation of a random search used to solve optimization problems. Although 
randomized, EAs are by no means random instead they exploit historical information 
to direct the search into the region of better performance within the search space. At 
each generation, a new set of approximations is created by the process of selecting 
individuals according to their level of fitness in the problem domain and breeding 
them together using operators borrowed from natural genetics. This process leads to 
the evolution of populations of individuals that are better suited to their environment 
than their ancestors, just as in natural adaptation.  
 
 

3.2 Genetic Algorithm for the MSPP  
 

Genetic Representation.  A chromosome or an individual consists of integer-
identification (ID) nodes that form a path from the source node to a sink node.  The 
length of the chromosome is variable and must not be greater than the number of 
nodes, n.    

 
Initial Population. A path or a chromosome is generated randomly in an ordered 

sequence from the source node to the sink node. The ID of the source node s is as-
signed to the first locus (array index) of the chromosome.  The ID of a randomly gen-
erated node vi is assigned to the second locus such that vi belongs to the set of nodes 
connected to the source node s.  This procedure continues iteratively for the succeed-
ing nodes until a simple path to the sink node t is created.  

 
Fitness Function. SPEA2 (Zitzler et al., 2002) first assigns a strength value S(p), 

to each path p from the archive ( N ) and population (N) representing the number of 
solutions that p dominates. Then the raw fitness R(p) of each path p is calculated 
which measures the strength of p’s dominators. The raw fitness acts as a niching 
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mechanism but performs poorly when most paths in M=N+ N  are non-dominated, i.e. 
the population forms new solutions in only a few clusters, in effect compromising ex-
ploration of the search space This phenomenon is called genetic drift.  SPEA2 intro-
duces a fitness sharing mechanism to avoid genetic drift. The density estimator is de-
fined as the inverse of the distance of an individual in objective space to the k-th 
nearest neighbor. The density value is then added to the raw fitness value to give the 
final fitness function value.   

 
Selection. SPEA2 offers two selection procedures: environmental and mating se-

lection.  The environmental selection is concerned with choosing individuals that will 
have to move on to the next generation archive from the current archive and popula-
tion.  It is a form of an archive update operation.  SPEA2 maintains an archive in each 
generation composed of the “best” individuals with a fixed size N  which is equal to 
the population size N. Two usual situations may occur.  First, the number of non-
dominated solutions in the next generation archive is less than N .  This case requires 
more individuals in the  next generation archive to be N .  SPEA2 resolves this by 
adding the “best” dominated individuals from the current archive and the population. 
Second, the number of non-dominated solutions for the next generation is greater 
than N . SPEA2 uses a truncation procedure whereby the individual with the mini-
mum distance to another individual is truncated until the next generation archive 
equals N .  On the other hand, mating deals with the selection of parents from the ar-
chive population for variation.  SPEA2 implements binary tournament selection with 
replacement to fill in the mating pool. This type of mating selects two solutions at a 
time in each tournament.  

 
Recombination. The crossover scheme is an adaptation of the one-point cross-

over.  For each pair of paths a locus is randomly selected from one of the chromo-
somes (the shorter path in terms of number of nodes) and the node ID of the locus is 
matched with the genes in the other chromosome.  If there is a match then crossover 
is performed otherwise two new paths are selected for crossover until the mating pool 
is empty.  It should be easy to see that the loci of both individuals need not be the 
same (see Fig. 1).   

 
Mutation.  In the mutation operator, a locus is randomly selected from the chro-

mosome.  The algorithm proceeds by employing the method in the initialization proc-
ess (as described previously) to create a new path, but the start node is replaced by 
the locus. 
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Fig 1.  Crossover example. Crossover starts at the locus = position 3.  Note the change in chromosome lengths. 
 
3.3 Sobol’ method 

 
Sobol’ methods (Sobol, 1993; Saltelli et al., 2000) are variance-based global 

sensitivity analysis methods based upon total sensitivity indices (TSI) that take into 
account interaction effects. The TSI of an input is defined as the sum of all sensitivity 
indices involving that input. The TSI includes both the main effect as well as interac-
tion effects. For example, if there are three inputs X1, X2 and X3, the TSI of input X1 is 
given by S(X1) + S(X1 X2) + S(X1 X2 X3), where S(Xi) is the sensitivity index of Xi. 
S(X1) refers to the main effect of X1. S(X1 X2) refers to the interaction effect between 
X1 and X2. S(X1 X2 X3) refers to the interaction effect between X1, X2, and X3. Effort 
has been made to reduce the computational complexity associated with calculation of 
Sobol’ indices (Saltelli 2002a). Sobol’ methods can cope with both nonlinear and 
non-monotonic models, and provide a truly quantitative ranking of inputs and not just 
a relative qualitative measure (Chan et al., 2000). The types of influence of an input 
that are captured by Sobol’ methods include additive, nonlinear or with interactions. 
Furthermore, Sobol’ methods can be smoothly applied to categorical variables with-
out re-scaling. Sobol (1993) and Saltelli (2002b) describe such an implementation. 
The Sobol’ method can be difficult to apply to models with large number of inputs 
and complex model structures. The method can be used only with a set of uncorre-
lated factors.  
 
 

4. EXPERIMENTS AND RESULTS 
 
Nine random networks have been chosen from Gandibleux et al. (2006) which 

have the following characteristics: a) number of vertices: 50, 100, 200 and b) network 
density: 5%, 10%, and 20%. Each network has three objectives to be minimized. The 
initial population is estimated to be 35 as computed from the general formula 20 d , 
where d is the number of dimensions or objectives.  The input parameters to be ana-
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lyzed are mrate, xover, and maxgen which are the mutation probability, recombina-
tion probability, and number of generations respectively. The configurations of the 
input parameters are generated using the Sobol method and their distributions are 
listed in Table 1.  There are 128 configurations for the input parameters which are 
used in all nine networks.   

 
Table 1. 

Input factor Description Probability Distribution 

mrate Mutation probability Uniform(0,1) 

xover Recombination probability Uniform(0,1) 

maxgen Number of generations Uniform(1,10) 

 
SIMLAB (2004) is a computer program designed for global uncertainty and sen-

sitivity analysis based on Monte Carlo methods. It offers several techniques for sam-
ple generation, sensitivity analysis, and a link to external model execution. The link 
allows execution of complex models that can hardly be coded as simple mathematical 
functions such as genetic algorithms. Fig. 2 shows the schema of the external model 
execution in SIMLAB. 

 

 
 

Fig. 2. External model execution. 
 
In general, a Monte Carlo sensitivity analysis involves five steps (Simlab, 2004). 

In the first step, a range and distribution are selected for each input variable. If the 
analysis is primarily of an exploratory nature, then rough assumptions of the distribu-
tion may be adequate.  In the second step, a sample of points is generated from the 
distribution of inputs specified in the first step. The result is a sequence of samples 
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(input sample).  In the third step, the model is fed with the samples and a set of model 
outputs is produced. In essence, these model evaluations create a mapping from the 
input space to the space of the results. This mapping is the basis for subsequent un-
certainty and sensitivity analysis.  In the fourth step, the results of model evaluations 
are used as the basis for uncertainty analysis. In the fifth step, the results of model 
evaluations are used as the basis for sensitivity analysis. 

Table 2 shows a sample of a Sobol first-order and total-order indices of a net-
work with 200 vertices and a network density of 20% (output of other networks show 
similar results).  The first-order sensitivity index shows the individual effect of an in-
put factor on the output, i.e. it gives a measure of the direct effect of an input factor 
on the output variation.  An input parameter having a first-order index with the least 
value means that it has the least influence on the output whereas a factor with the 
highest first-order value is most important for further investigation. The sum of the 
Sobol first-order indices does not equal 1.0 which means that the model is nonlinear 
and implies that some effects on the output are due to interactions among the input 
factors. Table 2 shows that 39% of the variation is due to the number of generations 
the GA has executed, and that mutation and recombination have almost no direct in-
fluence on the variation in the output. This means that the efficient paths are mainly 
generated by the selection operator of the evolutionary algorithm. 

 
Table 2. 

Sobol first-order indices Efficient paths 

 Mutation probability -0.201 

 Recombination probability -0.207 

 Number of generations 0.394582 

Sobol total-order indices  

 Mutation probability 0.526636 

 Recombination probability 0.557120 

 Number of generations 1.122116 

 
The total-order indices on the other hand describe the share of the output varia-

tion that is related to each input factor. This includes the direct effect as well as inter-
actions with other factors and only factors with very small total-order indices can be 
removed to avoid significant changes in the output. Table 2 shows that the total-order 
indices of mutation and recombination are not small hence, removal of these parame-
ters is not recommended. 

Results also show that the MOEA converges to efficient paths after a few gen-
erations, in this case a maximum of 10 generations (no improvement after 10 genera-
tions).  It should be noted that during the sensitivity analysis, the population in each 
configuration was constant at 35 and that no significant improvements were recorded 
after the 10th generation. Further runs with the MOEA show that an increase in the 
population size yields an increase in the number of efficient paths found, but still the 



19 – 20 September 2008, BULGARIA 
 

123

mutation and recombination operators have little influence on the variation in the 
output.  

 
 
5. CONCLUSION 

 
The paper explores the robustness of a MOEA to changes in its input factors as 

applied to finding a set of solutions to the multi-objective shortest path problem. The 
sensitivity analysis shows that the mutation and recombination does not cause much 
of the variation in the output.  The number of generations on the other hand, has the 
most influence on the output which means that exploration and exploitation of the 
search space are mostly influenced by the selection operator.  Further experimenta-
tion also shows that an increase in population size improves the number of efficient 
paths found while maintaining the maximum number of generations constant. 

While the mutation and recombination operators have almost no direct influence 
on the output, their total sensitivity indices which include interaction effects, are not 
negligible. Further investigation is required to know why this is case. 

In terms of robustness and as applied to the MSPP, the MOEA is not sensitive to 
changes in probability values of the mutation and recombination operators and to the 
operators themselves. However, the MOEA is sensitive to the population size and to 
the selection operator particularly at the early generations of the MOEA. 
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