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THE KONTSEVICH WEIGHT OF A WHEEL WITH SPOKES

POINTING OUTWARD

MICHEL VAN DEN BERGH

Dedicated to Fred Van Oystaeyen on the occasion of his 60th birthday.

Abstract. This is a companion note to “Hochschild cohomology and Atiyah
classes” by Damien Calaque and the author. Using elementary methods we
compute the Kontsevich weight of a wheel with spokes pointing outward.
The result is in terms of modified Bernoulli numbers. The same result had
been obtained earlier by Torossian (unpublished) and also recently by Thomas
Willwacher using more advanced methods.
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1. Introduction and statement of the main result

This is a companion note to [2]. We refer to [2, §8] and [7] for unexplained
notations and conventions.
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2 MICHEL VAN DEN BERGH

Below we will compute the Kontsevich weight wn of the “opposite” wheel
w

zn

z1

z2

with edge ordering (z1, z2) < · · · < (zn, z1) < (w, z1) < · · · < (w, zn).
Thus1

wn =
1

(2π)2n

∫

Cn+1,0

dϕ(z1, z2) · · · dϕ(z1, zn)dϕ(w, z1) · · ·dϕ(w, zn)

where ϕ(u, v) is computed as in the following diagram.

ϕ(u, v)

u

v

and where Cn+1,0 is the configuration space of n + 1 points in the complex upper
half plane H. If we normalize things by putting w = i then the integration domain
is equal to the complement of the big diagonal in (H− {i})n.

Recall (e.g. [12]) that the modified Bernoulli numbers ßn are defined by

∑

n

ßnxn =
1

2
log

ex/2 − e−x/2

x

=
x2

48
−

x4

5760
+

x6

362880
−

x8

19353600
+

x10

958003200
−

691x12

31384184832000
+ · · ·

The main result of this note is a relatively elementary proof of the following (see
§9.6)

Proposition 1.1. [13, Theorem 18]

(1.1) wn = −(−1)n(n−1)/2nßn

We needed (1.1) for the proof of [2, Thm 1.3]. At that time we didn’t have
a reference so we did the computation ourselves. After this note was posted on
the arXiv Torossian sent us an argument which shows that (1.1) follows from the
work of Cattaneo and Felder [4, 5] on the quantization of coisotropic manifolds
combined with Shoikhet’s vanishing results for wheels with spokes pointing inwards

1This is the traditional Kontsevich weight. In [2, §8] we use Wn = (−1)2n(2n−1)/2
wn =

(−1)n
wn. Since wn = 0 for n odd we actually have Wn = wn.
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[11] and some facts related to the Campbell-Baker-Hausdorff formula. In this way
one obtains a shorter and more conceptual proof of (1.1). Torossian also pointed
out Willwacher’s recent work [13] which uses the same ingredients.

While more conceptual it seems this approach is substantially less elementary
than ours so we think that this note is still useful.

Let us finally also mention that a result similar to (1.1) was announced by
Shoikhet in [11, §2.3.1]. It can presumably be obtained from the methods in [10].

The structure of this note is as follows: in §3 we represent our computations
graphically. This makes it easy to see which boundary components in Stokes theo-
rem yield non-trivial contributions. We ignore signs as these are not easy to handle
graphically.

In §4-§8 we compute the contributions of the relevant boundary components
with precise signs. Thanks to some “lucky” cancellations we obtain a system of
recursions for computing wn.

Finally in §9 we solve the recursions.
The reader will notice that some formulas and figures appear more than once in

this paper. This has been done to make the three logical parts §3,§4-§8,§9 more or
less independently readable. This should make our computations easier to follow.

As indicated above we use almost nothing but Stokes theorem in our computa-
tions. For a general introduction to the use of Stokes theorem in the computation
of Kontsevich weights see Torossian’s article in [3]

2. Acknowledgment

The symbolic computations were done using the SAGE [9] interface to the com-
puter algebra package Maxima [8]. Many identities and integrals were tested nu-
merically using the Monte Carlo integration library which is part of GSL [6].

We thank Charles Torossian for pointing how (1.1) follows from the work of
Cattaneo and Felder.

Finally I would like to specially thank the anonymous referee for his very careful
reading of the manuscript. This has allowed me to improve the exposition and to
correct numerous “misprints”.

3. Graphical representation of the computation

In this section we give a graphical overview of our computations. We will ignore
signs. Hence we don’t care about orientations or the ordering of the factors in a
product of forms.

3.1. Graphical language. In the Kontsevich integral we associate to a graph Γ
a form ωΓ on a suitable configuration space C+

p,q. The form ωΓ is the product of
dϕ(u, v), where (u, v) runs over the edges of Γ, divided by (2π)e where e is the
number of edges.

Besides the usual Kontsevich graphs we introduce graphs with some new kind
of arrows.

An arrow of the form n
u v

corresponds to a factor d(ϕ(u, v)n)/(2π)n in ωΓ. For such an arrow we assume
that we have made a branch cut such that ϕ(u, v) ∈]0, 2π[. I.e. if Re u = Re v
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then Im v < Im u. Note that we have to specify the branch cut as the value of the
integral depends on it.

A bold arrow of the form n
u v

corresponds to a factor ϕ(u, v)n/(2π)n in ωΓ. We make the same branch cut as
above. If n is not indicated then we assume n = 1.

We introduce a third kind of special arrow. A dashed arrow of the form

u v

indicates a restriction of the integration domain to Re v = Re u + ǫ, Im v > Im u
with ǫ a positive infinitesimal.

Here is the basic computation rule for computing
∫

ωΓ for one of the generalized
graphs (Rule 1).

∫ n
u v= ±

∫

∂

n
u v

∫

∂

n
u v=

(
∫

∂classical

n
u v

)

±

(
∫

u v

)

Here ∂ denotes the boundary of the integration domain (including the branch cut).
∂classical denotes the boundary without the branch cut. ∂classical can be determined
combinatorially by contracting vertices in Γ and moving vertices to the real line.

The difference between ∂ and ∂classical is given by the two sides of the branch
cut. The difference in value of ϕ(u, v) on opposite sides of the branch cut is 2π.
This gives the contribution with the dashed arrow.

Here is another obvious computation rule (Rule 2)
n

p q =
1

n + 1
×

n + 1

p q

Below we will also consider some integrals over the configuration spaces Cp consist-
ing of p points in the complex plane. These are it terms of θ(u, v) where θ(u, v) is
as in the following diagram

θ(u, v)

u

v

To indicate that we are integrating over some Cp we will put the graph in a box.
Otherwise we use the same conventions as above (with θ(u, v) replacing ϕ(u, v)).
Since dθ(u, v) = dθ(v, u) some arrow indicators are superfluous. We will omit those.

We will repeatedly use the following vanishing result

(3.1)

∫

= 0
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provided the graph in the box contains only ordinary edges and the number of edges
is ≥ 3. An integral as in (3.1) often arises as a factor of an integral over a boundary
component of Cn+1,0.

3.2. Applying Stokes theorem to wn. We will now apply this graphical lan-
guage to computations with wheels. We assume first n ≥ 2

The first step is (using Rule 1)
(3.2)

∫

Cn+1,0

w

zn

z1

z2

= ±

∫

∂classical

w

zn

z1

z2

±

∫

w

zn

z1

z2

We now simplify the integral over ∂classical by looking at the different components
of ∂classical.

(1) A group of vertices moves to the real line. Since every vertex has a least
one normal outgoing arrow this means that to obtain a non-zero result all
vertices should move to the real line which is excluded. So components of
this type contribute nothing.

(2) A group of vertices S comes together. Assume first w ∈ S. If zi ∈ S, i < n
then to avoid double arrows after contraction we should also have zi+1 ∈ S.
If z1 ∈ S this means we have to contract all vertices. I.e. the integral over
this component becomes an integral over Cn+1

∫

Cn+1

z1

z2 zn

w

(3) Assume z1 6∈ S. If zi ∈ S for i < n then we contract more than one edge
and the resulting integral is zero by (3.1). Thus S = {w, zn}. The resulting
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integral is (using Rule 2)

(3.3)
1

2

∫

Cn,0

w

z1

z2
2

zn−1

(4) Now assume w 6∈ S. This means that we contract an edge (zi, zi+1) or
(zn, z1) (if we contract more edges then the integral is zero by (3.1)). The
only contractions which do not create double edges are (z1, z2) and (zn, z1).
In that case the resulting integrals are (using Rule 2)

(3.4)
1

2

∫

Cn.0

w

zn
z2

2

and

(3.5)
1

2

∫

Cn,0

w

zn−1
z1

2

3.3. The boundary component associated to the branch cut. We need to
compute the integral associated to the graph with the dashed arrow in (3.2). In or-
der to derive a recursion relation we work more generally, starting with the following
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identity.
(3.6)

∫

w

zn

z1

z2

m

= ±

∫

∂classical

w

zn

z1

z2

z3 m

±

∫

w

zn

z1

z2

z3

However the integral containing the two dashed arrows is zero since if z1, z2 move
on the same vertical line then dϕ(z1, z2) = 0.

It remains to determine the integral over ∂classical. We consider the various
boundary components. We now assume n ≥ 3.

(1) A group of vertices moves to the real line. Since every vertex has at least
one normal outgoing arrow (using n ≥ 2) this means that to obtain a non-
zero result all vertices should move to the real line which is excluded. So
no contribution from these components.

(2) A group of vertices S comes together. Assume first w ∈ S. If zi ∈ S,
i 6= 1, n then to avoid double arrows after contraction we should also have
zi+1 ∈ S. However if z2 ∈ S or zn ∈ S then z1 ∈ S for otherwise after
contraction a solid and a dashed arrow coincide and thus the result is zero.
Thus we either contract all vertices or we contract w, zi, . . . , zn, z1 for i ≥ 3
or we contract (w, z1). If we contract all vertices then the integral becomes

∫

z1

z2

z3

zn

m

w

(3) Assume we contract w, zi, . . . , zn, z1 for 3 ≤ i ≤ n. Then the resulting
integral is a multiple of

(3.7)

∫

z1

zi

zi+1

zn
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(4) It remains to consider the case S = {z1, w}. In that case we get using Rule
2:

1

m + 1

∫

Cn,0

w

z2

z3

m + 1

zn

(5) Now assume w 6∈ S. This means that we contract an edge (zi, zi+1) or
(zn, z1) (if we contract more edges then the integral is zero by (3.1)). The
only two possibilities which do not give zero immediately are (z1, z2) and
(z2, z3). The resulting integrals are

1

2

∫

w

zn

z2

z3

and (using Rule 2)

1

m + 1

∫

w

m + 1

zn

z2

z3

The factor 1
2 in the first integral comes from the fact that in this boundary

component we have ϕ(w, z2) = 0 if z2 is to the left of z1.
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As will be explained below we need a second method for attacking the term with
the dashed arrow in (3.2). Therefore we use

∫

zn

z1

z2

m

w

= ±

∫

∂classical

zn

zn−1

z1

z2

m

w

±

∫

zn

zn−1

z1

z2

w

Again the integral containing the two dashed arrows is zero. Likewise is the integral
over the boundary components where some vertices move to the real line. We
discuss the other boundary components of ∂classical assuming n ≥ 3.

(1) A group of vertices S comes together. Assume first w ∈ S. If zi ∈ S,
1 ≤ i < n− 1 then to avoid double arrows after contraction we should also
have zi+1 ∈ S. However if zn ∈ S of z2 ∈ S then z1 ∈ S for otherwise after
contraction a solid and a dashed arrow coincide and thus the result is zero.

It follows that the possibilities for contraction are {z1, . . . , zn, w}, {z1, . . . , zn−1, w}
or {zi, . . . , zn−1, w} for i ≥ 3. In the last case we must have i = n − 1 by
(3.1).

If we contract all vertices then the contribution to the integral is

∫

zn

zn−1

z1

z2

m

w

(2) If we contract w, z1, . . . , zn−1 then the resulting integral is a multiple of

(3.8)

∫

zn−1

zn−2

z1

z2

w
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(3) It remains to consider the case S = {zn−1, w}. In that case we obtain
(using Rule 2)

1

m + 1

∫

zn

zn−2

z1

z2

m + 1

w

(4) Now assume w 6∈ S. This means that we contract an edge (zn, z1) or
(zn−1, zn) (otherwise the result is zero by (3.1) or by the fact that we
create double arrows). The resulting integrals are

(3.9)
1

2

∫

Cn.0

w

zn−1

z1

z2

and (using Rule 2)

1

m + 1

∫

w

m + 1

zn−1

z2

z3

The factor 1/2 in the first integral comes from the fact that due to our
branch cut ϕ(w, zn) = 0 if z2 is to the left of z1.

3.4. Further comments. We now indicate how the relations we have derived will
be used. We still do not specify precise signs.
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(1) We first discuss the partial evaluation of wn using (3.2). One ingredient
that enters is (3.3). We define

αn,m =

∫

Cn+1,0

w

z1

z2

m

zn

We will evaluate αn,m by subsequently integrating over z1, z2, etc. . . . See
§4 below.

(2) Another ingredient that enters is (8.2).

∫

Cn+1

z1

z2 zn

w

We do not know how to evaluate this integral in general but we will show
by a symmetry argument that it is zero if n is even (see §8.2).

(3) The final ingredient is given by the two identically looking integrals

∫

Cn.0

w

zn
z2

2

and

∫

Cn,0

w

zn−1
z1

2
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We will show that the signs are such that these two integrals cancel (see
§8.3).

(4) So ultimately we get an expression for wn in terms of αn−1,m+1 (which we
know how to compute) and

∫

w

zn

z1

z2

which is a special case of both the following integrals

βn,m
def
=

∫

w

zn

z1

z2

m

and

β̄n,m
def
=

∫

zn

z1

z2

m

w

(5) We now discuss βn,m using (3.6). We will show below (see §5.2) that

∫

z1

zi

zi+1

zn
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is zero. Hence we obtain an expression for βn,m in terms of αn−1,m+1,
βn−1,1, βn+1,m−1 and

ǫn,m
def
=

∫

z1

z2

z3

zn

m

w

(6) In a similar way we discuss β̄n,m. As already pointed out we will show that
the integral

∫

zn−1

zn−2

z1

z2

w

is zero (see §5.2 below). We will also show that the integral

∫

zn

zn−2

z1

z2

m + 1

w

is zero (see §6.1).
As a result we obtain an expression for β̄n,m in terms of β̄n−1,m+1, βn−1,1

and

ǭn,m
def
=

∫

zn

zn−1

z1

z2

m

w

(7) We will show below by a symmetry argument that ǫn,m = −ǭn,m (see §7.1).
(8) Unfortunately we do not know how to compute ǫn,m. However we will

show below that by considering a suitable linear combination of βn,m and
β̄n,m the unknown quantity ǫn,m cancels out in the computation. This will
ultimately give us a recursive procedure for computing wn.
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C1

C2

z1

z2
B+

B−

C+

C−

H

Figure 1

4. A recursion relation for αn,m

By our definition in §3.4, αn,m is the integral associated to the enhanced graph

w

z1

z2

m

zn

Thus with our standard ordering of edges we have

αn,m =
1

(2π)2n+m−1

∫

Cn+1,0

dϕ(z1, z2) · · ·dϕ(zn−1, zn)dϕ(zn, w)dϕ(w, z1)
mdϕ(w, z2) · · · dϕ(w, zn)

In this section we prove

(4.1) α1,m = −

(

1

2
−

1

m + 1

)

and for n ≥ 2.

(4.2) αn,m = (−1)n

(

1

2
αn−1,2 −

1

m + 1
αn−1,m+1

)

We put α0,m = 1 such that (4.2) holds for n ≥ 1.

4.1. Step 1. We will prove

(4.3)

∫

z∈H\{z1,z2}

dϕ(z1, z)mdϕ(z, z2) = (2π)mϕ(z1, z2) − 2πϕ(z1, z2)
m

where we have made a branch cut such that ϕ(z1, z) ∈]0, 2π[.
In Figure 1 we have indicate the integration domain and its boundary. Here
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w
C1

B+
B−

C+

C−

H

Figure 2

C+ ∪C− is the circle at infinity, B+, B− are infinitesimally close together and C1,
C2 have infinitesimal radius. Finally H is the real line. Thus we have

∫

z∈C\{z1,z2}

dϕ(z1, z)mdϕ(z, z2) =

∫

boundary

ϕ(z1, z)mdϕ(z, z2)

We first compute the integral over C± ∪ B± ∪ C1 ∪ H . On B− ∪ C− we have that
ϕ(z1, z) is constant and equal to 2π. On B+ ∪ C+ we have that ϕ(z1, z) = 0. On
H ∪ C1 we have that dϕ(z, z2) = 0.

Thus we find
∫

B±∪C±∪C1∪H

ϕ(z1, z)mdϕ(z, z2) = (2π)m

∫

B−∪C−

dϕ(z, z2) = (2π)mϕ(z1, z2)

The integral over C2 is equal to −2πϕ(z1, z2)
m. This finishes the proof of (4.3).

4.2. Step 2. We will prove

(4.4)

∫

z∈H\{w}

dϕ(w, z)mdϕ(z, w) = (2π)m+1

(

1

2
−

1

m + 1

)

In Figure 2 we have indicated the integration domain and its boundary. Thus we
have

∫

z∈C\{w}

dϕ(w, z)mdϕ(z, w) =

∫

boundary

ϕ(w, z)mdϕ(z, w)

On B− ∪ C− we have that ϕ(w, z) is constant and equal to 2π. On B+ ∪ C+ we
have that ϕ(w, z) = 0. On H we have that dϕ(z, w) = 0. Thus

∫

C±∪B±∪H

ϕ(w, z)mdϕ(z, w) = (2π)mπ

It remains to compute
∫

C1

ϕ(w, z)mdϕ(z, w)

We put z = w + re−iθ for θ ∈]−π/2, 3π/2[. We have ϕ(w, z) = 3π/2− θ and hence
dϕ(z, w) = −dθ. Thus we get

∫

C1

ϕ(w, z)mdϕ(z, w) = −

∫ 3π/2

−π/2

(3π/2 − θ)mdθ = −

∫ 2π

0

αmdα = −
(2π)m+1

m + 1
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This finishes the proof of (4.4).

4.3. Step 3. Now we prove (4.1).

α1,m =
1

(2π)m+1

∫

dϕ(z1, w)dϕ(w, z1)
m = −

1

(2π)m+1

∫

dϕ(w, z1)
mdϕ(z1, w) = −

(

1

2
−

1

m + 1

)

by (4.4).

4.4. Step 4. Now we prove (4.2).

αn,m = (−1)n 1

(2π)2n+m−1

∫

dϕ(w, z1)
mdϕ(z1, z2) · · · dϕ(zn−1, zn)dϕ(zn, w)dϕ(w, z2) · · · dϕ(w, zn)

Integrating over z1 and using (4.3) first we find

αn,m = (−1)n 1

(2π)2n+m−1

∫

((2π)mϕ(w, z2) − 2πϕ(w, z2)
m)×

dϕ(z2, z3) · · · dϕ(zn−1, zn)dϕ(zn, w)dϕ(w, z2) · · · dϕ(w, zn)

which is equal to

(−1)n 1

2(2π)2n−1

∫

dϕ(z2, z3) · · ·dϕ(zn−1, zn)dϕ(zn, w)dϕ(w, z2)
2 · · · dϕ(w, zn−1)

−(−1)n 1

(m + 1)(2π)2n+m−2

∫

dϕ(z2, z3) · · · dϕ(zn−1, zn)dϕ(zn, w)dϕ(w, z2)
m+1 · · · dϕ(w, zn)

So that we indeed find

αn,m = (−1)n

(

1

2
αn−1,2 −

1

m + 1
αn−1,m+1

)

5. A recursion relation for βn,m

By our definition in §3.4, βn,m is the integral associated to the enhanced graph

z1

z2 zn

m

w

Thus with our standard edge ordering

βn,m =
1

(2π)2n+m−2

∫

B−\D

dϕ(z1, z2) · · · dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z2)
m · · ·dϕ(w, zn)

where

B− = {Re z1 = Re w+, Im z1 > Im w} ⊂ Cn+1,0

D = {Re z2 = Re w, Im z2 > Im w} ⊂ Cn+1,0

(D represents the branch cut associated to the arrow w
m
−→ z2, see §3.1). We need

to be careful about specifying the orientation of the integration domain. We do
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this next. We first normalize things by putting w = i. If zj = xj + iyj then Cn+1,0

is oriented by [1]

dx1dy1dx2dy2 · · · dxndyn

In the neighborhood of B− we have coordinates (x1, y1, . . . , xn, yn) with x1 ≥ 0.
Therefore if B− is oriented with its outgoing normal (as is necessary for the appli-
cation of Stokes theorem) then it is oriented by

(5.1) −dy1dx2dy2 · · · dxndyn

Having determined the orientation of B− we let w be free again. In this section we
will prove

(5.2) β2,m = −
1

8
+

1

m + 1

(

1

2
−

1

m + 2

)

and for n ≥ 3
(5.3)

βn,m = −
1

m + 1
αn−1,m+1 + (−1)n+1 1

2
βn−1,1 + (−1)n 1

m + 1
βn−1,m+1 + (−1)nǫn,m

where ǫn,m is the integral associated to the graph

z1

z2

z3

zn

m

w

(see §3.4). Thus with our standard orientation on edges

ǫn,m =
1

(2π)2n+m−2

∫

θ(w, z2)
mdθ(z1, z2)dθ(z2, z3) · · · dθ(zn, z1)dθ(w, z3) · · · dθ(w, zn)

Here we put w = 0, z1 = i and the integral is over the complement of the diagonal
in (C − {0, i})n−1.

5.1. Step 1. We first consider the case n = 2. Thus

β2,m =
1

(2π)2+m

∫

B−\D

dϕ(z1, z2)dϕ(z2, z1)dϕ(w, z2)
m

We first integrate over w. We get
∫

B−\D

dϕ(w, z2)
m = ϕ(z1, z2)

m − (2π)m[z1, z2]

where

[z1, z2] =

{

1 z1 is to the left of z2

0 otherwise

Thus we must compute

(5.4)
1

(2π)2+m

∫

ϕ(z1, z2)
mdϕ(z1, z2)dϕ(z2, z1)



18 MICHEL VAN DEN BERGH

L1

L2

C1

C

z1

H

Figure 3

and

(5.5)
1

(2π)2

∫

[z1, z2]dϕ(z1, z2)dϕ(z2, z1)

Using Stokes theorem we rewrite (5.5) as a path integral as in Figure 3

1

(2π)2

∫

L1∪C1∪L2∪H∪C

ϕ(z1, z)dϕ(z, z1)

If z ∈ L1,2 ∪ H then dϕ(z, z1) = 0. If z ∈ C then ϕ(z1, z) = 2π.
Thus

1

(2π)2

∫

L1∪L2∪H∪C

ϕ(z1, z)dϕ(z, z1) =
1

(2π)
(π − 0) =

1

2

Now we compute
1

(2π)2

∫

C1

ϕ(z1, z)dϕ(z, z1)

We put z = z1 + re−iθ for θ ∈] − π
2 , π

2 [. Then ϕ(z1, z) = 3
2π − θ and hence

dϕ(z, z1) = −dθ.
Thus

1

(2π)2

∫

C1

ϕ(z1, z)dϕ(z, z1) = −
1

(2π)2

∫ π/2

−π/2

(
3

2
π − θ)dθ

=
1

(2π)2

∫ π/2

−π/2

(θ −
3

2
π)dθ

=
1

(2π)2

∫ −π

−2π

θdθ

= −
3

8
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and hence
1

(2π)2

∫

[z1, z2]dϕ(z1, z2)dϕ(z2, z1) =
1

2
−

3

8
=

1

8

One the other hand by (4.3)

1

(2π)2+m

∫

ϕ(z1, z2)
mdϕ(z1, z2)dϕ(z2, z1) =

1

(m + 1)(2π)2+m

∫

dϕ(z1, z2)
m+1dϕ(z2, z1)

=
1

m + 1

(

1

2
−

1

m + 2

)

so that our final formula is

β2,m = −
1

8
+

1

m + 1

(

1

2
−

1

m + 2

)

5.2. Step 2. We claim

(5.6)

∫

z∈C\{z1,z2}

dθ(z1, z)dθ(z, z2) = 0

Since dθ(z, z2) = dθ(z2, z) we may as well prove
∫

z∈C\{z1,z2}

dθ(z1, z)dθ(z2, z) = 0

We may assume z1 6= z2 since otherwise the claim is trivial. Consider the following
figure

z1

z2

z

z′

Then we have dθ(z1, z)dθ(z2, z) = −dθ(z1, z
′)dθ(z2, z

′). Since the map z 7→ z′ is
orientation preserving this proves what we want.

5.3. Step 3. Now we assume n ≥ 3. First we observe

βn,m = (−1)n 1

(2π)2n+m−2

∫

B−\D

dϕ(w, z2)
mdϕ(z1, z2) · · · dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z3) · · · dϕ(w, zn)

= (−1)n 1

(2π)2n+m−2

∫

∂(B−\D)

ϕ(w, z2)
mdϕ(z1, z2) · · · dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z3) · · · dϕ(w, zn)

The components of ∂(B−\D) which yield non-zero contributions to the integral have
been listed in §3.3. Note that the contribution of (3.7) is zero by (5.6) (integrate
first over zi). We now list the contributing integrals with the correct signs.

(1) Consider the boundary component ∂1 given by contracting all edges. The
coordinates in the neighborhood of this component are given by r, x′

2, y
′
2, . . . , x

′
n, y′

n

y1 = 1 + r

xi = rx′
i

yi = 1 + ry′
i
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with r ≥ 0. In these coordinate the orientation form on B− is (up to a
positive multiple) given by

−drdx′
2dy′

2 · · · dx′
ndy′

n

and hence ∂1 is oriented by dx′
2dy′

2 · · · dx′
ndy′

n. Whence the contribution to
the integral is equal to (−1)nǫn,m.

(2) Now consider the boundary component ∂2 given by contracting {z1, w}.
We claim ∂2

∼= Cn,0, taking orientations into account. Coordinates in a
neighborhood of ∂2 are given by r, x2, y2, . . . , xn, yn where y1 = 1 + r and
r ≥ 0. Thus the orientation form is −drdx2dy2 · · ·xn, yn and hence ∂2 is
oriented by dx2dy2 · · ·xn, yn which is the normal orientation on Cn,0 [1].
We obtain

(−1)n 1

(2π)2n+m−2

∫

∂2

ϕ(w, z2)
mdϕ(z1, z2) · · ·dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z3) · · · dϕ(w, zn)

= (−1)n 1

(2π)2n+m−2

∫

Cn,0

ϕ(w, z2)
mdϕ(w, z2) · · · dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z3) · · · dϕ(w, zn)

= (−1)n 1

(m + 1)(2π)2n+m−2

∫

Cn,0

dϕ(w, z2)
m+1dϕ(z2, z3) · · ·dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z3) · · · dϕ(w, zn)

= −
1

(m + 1)(2π)2n+m−2

∫

Cn,0

dϕ(z2, z3) · · · dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z2)
m+1dϕ(w, z3) · · ·dϕ(w, zn)

= −
1

m + 1
αn−1,m+1

(3) Let ∂3 be obtained by contracting (z1, z2). We claim that ∂3 = −C′
2 × B′

−

where B′
− is the analogue of B− inside Cn,0 and where C′

2 is the part of C2

where the two points are not on the same vertical line. Thus C′
2 and hence

∂3 has two connected components.
Coordinates in a neighborhood of ∂3 are given by r, θ, y1, x3, y3, . . . , xn, yn

where

x2 =r cos θ

y2 =y1 + r sin θ

and r ≥ 0 and θ 6∈ {π/2,−π/2} (the latter because of the branch cut
involving ϕ(w, z2)). Hence we find that the orientation form on B− is up
to a positive factor given by

−dy1drdθdx3dy3 · · · dxndyn

Therefore the orientation form on ∂3 (using the outward normal) is given
by

−dy1dθdx3dy2 · · · dxndyn = (−dθ) × (−dy1dx3dy3 · · ·dxndyn)

which does indeed represent the orientation on −C′
2 × B′

−.
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The resulting integral is now

(−1)n 1

(2π)2n+m−2

∫

∂3

ϕ(w, z2)
mdϕ(z1, z2) · · ·dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z3) · · · dϕ(w, zn)

= (−1)n+1 1

2

1

(2π)2n−1

∫

B′
−

dϕ(z2, z3) · · · dϕ(zn−1, zn)dϕ(zn, z2)dϕ(w, z3) · · · dϕ(w, zn)

= (−1)n+1 1

2
βn−1,1

where the factor 1/2 comes from the fact that ϕ(w, z2) = 0 if z2 is to the
left of z1.

(4) Let ∂4 be obtained by contracting (z2, z3). A similar computation as above
shows ∂4

∼= −C2 × B′
−. The resulting integral is

(−1)n 1

(2π)2n+m−2

∫

∂4

ϕ(w, z2)
mdϕ(z1, z2) · · ·dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z3) · · · dϕ(w, zn)

= (−1)n+1 1

(2π)2n+m−2

∫

∂4

ϕ(w, z2)
mdϕ(z2, z3)dϕ(z1, z2)dϕ(z3, z4) · · ·dϕ(zn−1, zn)×

dϕ(zn, z1)dϕ(w, z3) · · ·dϕ(w, zn)

= (−1)n 1

(2π)2n+m−3

∫

B′
−

ϕ(w, z3)
mdϕ(z1, z3)dϕ(z3, z4) · · · dϕ(zn−1, zn)×

dϕ(zn, z1)dϕ(w, z3) · · ·dϕ(w, zn)

= (−1)n 1

(m + 1)(2π)2n+m−3

∫

B′
−

dϕ(z1, z3)dϕ(z3, z4) · · · dϕ(zn−1, zn)×

dϕ(zn, z1)dϕ(w, z3)
m+1 · · · dϕ(w, zn)

= (−1)n 1

m + 1
βn−1,m+1

Combining all contributions we get (5.3).

6. A recursion relation for β̄n,m

By our definition in §3.4, β̄n,m is the integral associated to the enhanced graph

z1

z2 zn

m

w

Thus with our standard edge ordering

β̄n,m =
1

(2π)2n+m−2

∫

B−\D

dϕ(z1, z2) · · · dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z2) · · ·dϕ(w, zn)m

where
B− = {Re z1 = Re w+, Im z1 > Im w} ⊂ Cn+1,0
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D = {Re zn = Re w, Im z2 > Im w} ⊂ Cn+1,0

and where B− is oriented with the outgoing normal (see (5.1)). Clearly we have

β̄2,m = β2,m

β̄n,1 = βn,1

In this section we will prove for n ≥ 3

(6.1) β̄n,m = (−1)n 1

2
βn−1,1 + (−1)n+1 1

m + 1
β̄n−1,m+1 + ǭn,m

where ǭn,m is the integral associated to the graph

∫

zn

zn−1

z1

z2

m

w

(see §3.4). Thus with our standard orientation on edges

ǭn,m =
1

(2π)2n+m−2

∫

θ(w, zn)mdθ(z1, z2)dθ(z2, z3) · · · dθ(zn, z1)dθ(w, z2) · · · dθ(w, zn−1)

Here we put w = 0, z1 = i and the integral is over the complement of the diagonal
in (C − {0, i})n−1.

6.1. Proof. We assume n ≥ 3. We first observe

β̄n,m =
1

(2π)2n+m−2

∫

B−\D

dϕ(w, zn)mdϕ(z1, z2) · · · dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z2) · · · dϕ(w, zn−1)

=
1

(2π)2n+m−2

∫

∂(B−\D)

ϕ(w, zn)mdϕ(z1, z2) · · ·dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z2) · · · dϕ(w, zn−1)

The components of ∂(B−\D) which yield non-zero contributions to the integral have
been listed in §3.3. Note that the contribution of (3.8) is zero by (5.6) (integrate
first over zn−1). We now list the contributing integrals with the correct signs.

(1) Consider the boundary component ∂1 given by contracting all edges. Then
a computation similar to §5.3(1) yields that the contribution is ǭn,m.

(2) Now consider the boundary component ∂2 given by contracting (zn−1, w).
It this case we get an integral which contains as a subintegral (up to a
scalar factor)

∫

zn∈H\{w,z1}

dϕ(w, zn)m+1dϕ(zn, z1)

Using (4.3) this is equal to

(2π)m+1ϕ(w, z1) − 2πϕ(w, z1)
m+1 = (2π)m+1 × 2π − 2π × (2π)m+1 = 0

So we are lucky that there is no contribution in this case.
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(3) Let ∂3 be obtained by contracting (z1, zn). A similar computation as in
§5.33) shows ∂3 = −C′

2 × B′
−. The resulting integral is

1

(2π)2n+m−2

∫

∂3

ϕ(w, zn)mdϕ(z1, z2) · · ·dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z2) · · · dϕ(w, zn−1)

= (−1)n−1 1

(2π)2n+m−2

∫

∂3

ϕ(w, zn)mdϕ(zn, z1)dϕ(z1, z2) · · · dϕ(zn−1, zn)dϕ(w, z2) · · · dϕ(w, zn−1)

= (−1)n 1

2

1

(2π)2n−2

∫

B′
−

dϕ(z1, z2) · · · dϕ(zn−1, z1)dϕ(w, z2) · · · dϕ(w, zn−1)

= (−1)n 1

2
β̄n−1,1 = (−1)n 1

2
βn−1,1

where the factor 1/2 comes from the fact that ϕ(w, zn) = 0 if z2 is to the
left of z1.

(4) Let ∂4 be obtained by contracting (zn−1, zn). A similar computation as in
§5.33) shows ∂4

∼= −C2 × B′
−. The resulting integral is

1

(2π)2n+m−2

∫

∂4

ϕ(w, zn)mdϕ(z1, z2) · · ·dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z2) · · · dϕ(w, zn−1)

= (−1)n 1

(2π)2n+m−2

∫

∂4

ϕ(w, zn)mdϕ(zn−1, zn)dϕ(z1, z2) · · · dϕ(zn−2, zn−1)×

dϕ(zn, z1)dϕ(w, z2) · · ·dϕ(w, zn−1)

= (−1)n+1 1

(2π)2n+m−3

∫

B′
−

ϕ(w, zn−1)
mdϕ(z1, z2) · · ·dϕ(zn−2, zn−1)×

dϕ(zn−1, z1)dϕ(w, z2) · · ·dϕ(w, zn−1)

= (−1)n+1 1

(m + 1)(2π)2n+m−3

∫

B′
−

dϕ(z1, z2) · · · dϕ(zn−2, zn−1)×

dϕ(zn−1, z1)dϕ(w, z2) · · ·dϕ(w, zn−1)
m+1

= (−1)n+1 1

m + 1
β̄n−1,m+1

Combining all contributions we get (6.1).

7. A recursion not involving unknown quantities.

Put

β̂n,m =
1

2
(βn,m + (−1)nβ̄n,m)

We claim

(7.1) β̂n,m = −
1

2(m + 1)
αn−1,m+1 + (−1)n+1 1

2
β̂n−1,1 + (−1)n 1

m + 1
β̂n−1,m+1

with initial condition

(7.2) β̂2,m = −
1

8
+

1

m + 1

(

1

2
−

1

m + 2

)
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7.1. Step 1. We claim first that

(7.3) ǫn,m = −ǭn,m

We have

ǫn,m =
1

(2π)2n+m−2

∫

θ(w, z2)
mdθ(z1, z2)dθ(z2, z3) · · · dθ(zn, z1)dθ(w, z3) · · · dθ(w, zn)

Here we put w = 0, z1 = i and the integral is over a suitable open subset of C2n−1.
We apply the permutation (2n)(3 n − 1) · · · to z1, . . . , zn. This does not change

the orientation. We find

ǫn,m =
1

(2π)2n+m−2

∫

θ(w, zn)mdθ(z1, zn)dθ(zn, zn−1) · · · dθ(z2, z1)dθ(w, zn−1) · · · dθ(w, z2)

=
1

(2π)2n+m−2

∫

θ(w, zn)mdθ(zn, z1)dθ(zn−1, zn) · · · dθ(z1, z2)dθ(w, zn−1) · · · dθ(w, z2)

= (−1)sǭn,m

The sign (−1)s comes from the fact that we have invert the order of the 1-forms in
dθ(zn, z1)dθ(zn−1zn) · · ·dθ(z1, z2) and in dθ(w, zn−1) · · · dθ(w, z2). Thus

s =
n(n − 1)

2
+

(n − 2)(n − 3)

2
= n2 − 3n + 3

which is always an odd number. This proves (7.3).

7.2. Step 2. Formula (7.2) is obvious from (5.2) and the fact that β̂2,m = β2,m.
Formula (7.1) follows from (5.3) and (6.1) together with the following computation

β̂n,m =
1

2

(

−
1

m + 1
αn−1,m+1 + (−1)n+1 1

2
βn−1,1 +

1

2
βn−1,1 + (−1)n 1

m + 1
βn−1,m+1 −

1

m + 1
β̄n−1,m+1

)

= −
1

2(m + 1)
αn−1,m+1 + (−1)n+1 1

2
β̂n−1,1 + (−1)n 1

m + 1
β̂n−1,m+1

8. A formula for wn

In this section we prove the following fact

(8.1) wn =

{

β̂n,1 −
1
2αn−1,2 if n is even

0 if n is odd

8.1. Step 1. We assume n odd. Put w = i. We identify Cn,0 with an open subset
of Hn. The orientation is derived from the standard orientation on Hn (according
to [1]).

We consider the map α : H → H : x + iy 7→ −x+ iy and we extend α diagonally
to a map Hn → Hn also denoted by α. α multiplies the orientation by (−1)n.

Hence we have

wn = (−1)n 1

(2π)2n

∫

Cn,0

dϕ(α(z1), α(z2)) · · · dϕ(α(z1), α(zn))dϕ(w, α(z1)) · · · dϕ(w, α(zn))

(since α(w) = w).
It is now easy to see that ϕ(α(u), α(v)) = 2π−ϕ(u, v) and hence dϕ(α(u), α(v)) =

−dϕ(u, v). Thus

wn = (−1)n(−1)2nwn = (−1)nwn

Since n is odd this implies wn = 0.
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8.2. Step 2. Consider the following enhanced graph

(8.2)

z1

z2 zn

w

We claim that its corresponding integral

δ =
1

(2π)2n

∫

Cn+1

θ(w, z1)dθ(z1, z2) · · · dθ(zn, z1)dθ(w, z2) · · · dθ(w, zn)

is zero when n is even.
It’s easy to see that permuting the points does not change the orientation on

Cn+1. We apply the permutation (2n)(3 n− 1) · · · for z1, z2, . . . , zn. Hence we also
have

δ =
1

(2π)2n

∫

Cn+1

θ(w, z1)dθ(z1, zn)dθ(znzn−1) · · · dθ(z2, z1)dθ(w, zn) · · ·dθ(w, z2)

=
1

(2π)2n

∫

Cn+1

θ(w, z1)dθ(zn, z1)dθ(zn−1zn) · · · dθ(z1, z2)dθ(w, zn) · · ·dθ(w, z2)

To put this back in standard form we have to invert the order of the 1-forms in
dθ(zn, z1)dθ(zn−1zn) · · ·dθ(z1, z2) and in dθ(w, zn) · · · dθ(w, z2). This introduces a
cumulative sign of (−1)s where

s =
n(n − 1)

2
+

(n − 1)(n − 2)

2
= (n − 1)2

Thus
δ = −(−1)nδ

and hence if n is even then δ = 0.

8.3. Step 3. Now we assume n even. As a pedagogical device we keep signs of the
form (−1)n below. We first observe

wn = (−1)n 1

(2π)2n

∫

Cn+1,0

dϕ(w, z1)dϕ(z1, z2) · · · dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z2) · · · dϕ(w, zn)

= (−1)n 1

(2π)2n

∫

boundary

ϕ(w, z1)dϕ(z1, z2) · · ·dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z2) · · · dϕ(w, zn)

The boundary consists of two parts. One part consists of both sides of the branch
cut B±.

B− = {Re z1 = Re w+, Im z1 > Im w} ⊂ Cn+1,0

B+ = {Re z1 = Re w−, Im z1 > Im w} ⊂ Cn+1,0

The values of ϕ(w,−) on both sides of the branch cut differ by 2π. Hence the
contribution of this part of the boundary is equal to

(−1)n 1

(2π)2n−1

∫

B−

ϕ(w, z1)dϕ(z1, z2) · · · dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z2) · · · dϕ(w, zn)



26 MICHEL VAN DEN BERGH

which is nothing but

(−1)nβn,1

In §3.2 we have listed the “classical” parts of the boundary which contribute to
the integral. Here we give the contributions with the precise signs. Note that the
contribution of (8.2) is zero by Step 2.

(1) Let ∂1 be the boundary component given by contracting (w, zn). According
to [1] we have ∂1

∼= −C2 × Cn,0. The contribution to the integral is

(−1)n 1

(2π)2n

∫

∂1

ϕ(w, z1)dϕ(z1, z2) · · ·dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z2) · · · dϕ(w, zn−1)dϕ(w, zn)

= (−1)n 1

(2π)2n

∫

∂1

ϕ(w, z1)dϕ(w, zn)dϕ(z1, z2) · · · dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z2) · · · dϕ(w, zn−1)

= (−1)n+1 1

(2π)2n−1

∫

Cn,0

ϕ(w, z1)dϕ(z1, z2) · · · dϕ(zn−1, w)dϕ(w, z1)dϕ(w, z2) · · · dϕ(w, zn−1)

= (−1)n+1 1

2(2π)2n−1

∫

Cn,0

dϕ(z1, z2) · · · dϕ(zn−1, w)dϕ(w, z1)
2dϕ(w, z2) · · ·dϕ(w, zn−1)

= (−1)n+1 1

2
αn−1,2

(2) Let ∂2
∼= −C2 × Cn,0 be obtained by contracting (z1, z2). We obtain

(−1)n 1

(2π)2n

∫

∂2

ϕ(w, z1)dϕ(z1, z2) · · ·dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z2) · · · dϕ(w, zn)

= (−1)n+1 1

(2π)2n−1

∫

Cn,0

ϕ(w, z2)dϕ(z2, z3) · · · dϕ(zn−1, zn)dϕ(zn, z2)dϕ(w, z2) · · · dϕ(w, zn)

= (−1)n+1 1

(2)(2π)2n−1

∫

Cn,0

dϕ(z2, z3) · · · dϕ(zn−1, zn)dϕ(zn, z2)dϕ(w, z2)
2 · · · dϕ(w, zn)

(3) Let ∂3
∼= −C2 × Cn,0 be obtained by contracting (zn, z1). We obtain

(−1)n 1

(2π)2n

∫

∂3

ϕ(w, z1)dϕ(z1, z2) · · ·dϕ(zn−1, zn)dϕ(zn, z1)dϕ(w, z2) · · · dϕ(w, zn)

= −
1

(2π)2n

∫

∂3

ϕ(w, z1)dϕ(zn, z1)dϕ(z1, z2) · · · dϕ(zn−1, zn)dϕ(w, z2) · · · dϕ(w, zn)

=
1

(2π)2n−1

∫

Cn,0

ϕ(w, z1)dϕ(z1, z2) · · · dϕ(zn−1, z1)dϕ(w, z2) · · · dϕ(w, zn−1)dϕ(w, z1)

= (−1)n−2 1

(2π)2n−1

∫

Cn,0

ϕ(w, z1)dϕ(z1, z2) · · · dϕ(zn−1, z1)dϕ(w, z1)dϕ(w, z2) · · · dϕ(w, zn−1)

= (−1)n−2 1

(2)(2π)2n−1

∫

Cn,0

dϕ(z1, z2) · · · dϕ(zn−1, z1)dϕ(w, z1)
2dϕ(w, z2) · · · dϕ(w, zn−1)

Hence the contributions of ∂2 and ∂3 cancel. The contributions of ∂1 and
B− yield (8.1) in case n is even.

9. Solving the recursion
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9.1. The problem. For the benefit of the reader we restate the recursion relations
we have derived. See (4.1)(4.2)(7.1)(7.2)(8.1).

α0,m = 1

αn,m = (−1)n

(

1

2
αn−1,2 −

1

m + 1
αn−1,m+1

)

(for n ≥ 1)

β̂2,m = −
1

8
+

1

m + 1

(

1

2
−

1

m + 2

)

β̂n,m = −
1

2(m + 1)
αn−1,m+1 + (−1)n+1 1

2
β̂n−1,1 + (−1)n 1

m + 1
β̂n−1,m+1 (for n ≥ 3)

wn = β̂n,1 −
1

2
αn−1,2 (for n ≥ 2 even)

9.2. Eliminating some signs and fractions. We simplify the equations by putting

α̃n,m = (−1)
n(n+1)

2
1

m!
αn,m

Then we have

α̃0,m =
1

m!
and

(9.1) α̃n,m =
1

m!
α̃n−1,2 − α̃n−1,m+1

Similarly we put

β̃n,m = (−1)
n(n+1)

2
β̂n,m

m!
so that we get.

β̃2,m =
1

8m!
−

1

2(m + 1)!
+

1

(m + 2)!

and

(9.2) β̃n,m = −(−1)n 1

2
α̃n−1,m+1 −

1

2m!
β̃n−1,1 + β̃n−1,m+1

9.3. Computing α̃. Iterating (9.1) we find

α̃n,2 =
1

2!
α̃n−1,2 − α̃n−1,3

=
1

2!
α̃n−1,2 −

1

3!
α̃n−2,2 + α̃n−2,4

=

(

1

2!
α̃n−1,2 −

1

3!
α̃n−2,2 + · · · + (−1)n+1 1

(n + 1)!
α̃0,2

)

+ (−1)nα̃0,n+2

Thus if we put

A2 =
∑

n≥0

α̃n,2x
n

we get

A2 =

(

x

2!
−

x2

3!
+ · · ·

)

A2 +
∑

n≥0

(−1)n xn

(n + 2)!

Here
x

2!
−

x2

3!
+ · · · =

e−x − 1 + x

x
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and
∑

n≥0

(−1)n xn

(n + 2)!
=

e−x − 1 + x

x2

from which we deduce

A2 = −
1

x
+

1

1 − e−x

For use below we record

A′
2

def
= A2 − A2(0) = −

1

x
+

1 + e−x

2(1 − e−x)

Knowing α̃n,2 we can compute arbitrary α̃n,m via

α̃n,m =
1

m!
α̃n−1,2 − α̃n−1,m+1

=
1

m!
α̃n−1,2 −

1

(m + 1)!
α̃n−2,2 + · · · + (−1)n−1 1

(n + m − 1)!
α̃0,2 + (−1)n 1

(m + n)!

(9.3)

We will not write down a closed expression for α̃n,m as we won’t need it.

9.4. Computing a sum. For use below we compute the sum for n ≥ 2

sn = (−1)n−1α̃n−1,2 + (−1)n−2α̃n−2,3 + · · · + α̃2,n−1

where an empty sum is interpreted as 0. Using (9.3) we get

α̃2,n−1 =
1

(n − 1)!
α̃1,2 −

1

n!
α̃0,2 +

1

(n + 1)!

α̃3,n−2 =
1

(n − 2)!
α̃2,2 −

1

(n − 1)!
α̃1,2 +

1

n!
α̃0,2 −

1

(n + 1)!

and

α̃n−1,2 =
1

2!
α̃n−2,2 −

1

3!
α̃n−3,2 + · · · + (−1)n−2 1

n!
α̃0,2 + (−1)n−1 1

(n + 1)!

so that we get

sn = (−1)n−1 1

2!
α̃n−2,2+(−1)n−2 2

3!
α̃n−3,2+· · ·+(n−2)

1

(n − 1)!
α̃1,2−(n−2)

1

n!
α̃0,2+(n−2)

1

(n + 1)!

Put

T =
x2

2!
−

2x3

3!
+ · · · = −xe−x − e−x + 1

Then we get

sn = (−1)n−1(TA2)[x
n] +

1

n!
α̃0,2 +

n − 2

(n + 1)!

where (−)[xn] denotes the coefficient of xn. We will regard this formula as a
definition if n = 0, 1. We obtain

∑

n≥0

(−1)nsnxn = −TA2 +
∑

n≥0

(−1)nα̃0,2
xn

n!
+

∑

n≥0

(−1)n n − 2

(n + 1)!
xn

We have
∑

n≥0

(−1)nα̃0,2
xn

n!
=

1

2
e−x
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and
∑

n≥0

(−1)n n − 2

(n + 1)!
xn =

∑

n≥0

(−1)n n + 1

(n + 1)!
xn − 3

∑

n≥0

(−1)n 1

(n + 1)!
xn

= e−x + 3
e−x − 1

x

A computation with a computer algebra package now yields

∑

n≥0

(−1)nsnxn =
−(x + 4)e−2x + (2x2 + 3x + 8)e−x − (2x + 4)

2(1 − e−x)x

Hence

S
def
=

∑

n≥0

snxn =
(x − 4)e2x + (2x2 − 3x + 8)ex + (2x − 4)

2(ex − 1)x

We have S = −3/2 + O(x4). For use below we record

S′ def
=

∑

n≥2

snxn = S +
3

2
=

(x − 4)e2x + (2x2 + 8)ex − x − 4

2(ex − 1)x

9.5. Computing β̃n,1. We will only compute β̃n,1 since this the only thing we
need. Iterating (9.2) we get for n ≥ 3

β̃n,1 = (−1)n−1 1

2
α̃n−1,2 −

1

2 · 1!
β̃n−1,1 + β̃n−1,2

=
1

2

(

(−1)n−1α̃n−1,2 + (−1)n−2α̃n−2,3 + · · · + α̃2,n−1

)

−

1

2

(

1

1!
β̃n−1,1 +

1

2!
β̃n−2,1 + · · · +

1

(n − 2)!
β̃2,1

)

+ β̃2,n−1

=
sn

2
−

1

2

(

1

1!
β̃n−1,1 +

1

2!
β̃n−2,1 + · · · +

1

(n − 2)!
β̃2,1

)

+ β̃2,n−1

Since s2 = 0 this identity holds for n = 2 if we interpret an empty sum as zero.
If we put

B1 =
∑

n≥2

β̃n,1x
n

then we have

B1 =
1

2
S′ −

1

2

(

x

1!
+

x2

2!
+ · · ·

)

B1 +
∑

n≥2

xn

(

1

8(n − 1)!
−

1

2n!
+

1

(n + 1)!

)

We have
x

1!
+

x2

2!
+ · · · = ex − 1

∑

n≥2

xn

(n − 1)!
= x(ex − 1)

∑

n≥2

xn

n!
= ex − 1 − x

∑

n≥2

xn

(n + 1)!
=

1

x

(

ex − 1 − x −
x2

2

)



30 MICHEL VAN DEN BERGH

and hence
∑

n≥2

xn

(

1

8(n − 1)!
−

1

2n!
+

1

(n + 1)!

)

=
1

8
x(ex − 1) −

1

2
(ex − 1 − x) +

1

x

(

ex − 1 − x −
x2

2

)

=

(

x

8
−

1

2
+

1

x

)

ex −
1

x
−

1

2
−

x

8

Thus we get
(

1 +
1

2
(ex − 1)

)

B1 =
1

2
S′ +

(

x

8
−

1

2
+

1

x

)

ex −
1

x
−

1

2
−

x

8

Invoking once again a computer algebra package we find

B1 =
(x − 2)ex + x + 2

4(ex − 1)

9.6. Computing wn. If n is even we have

(−1)
n(n−1)

2 wn = β̃n,1 − α̃n−1,2

Since A′
2, B1 are respectively an odd and an even function of x, B1(0) = 0 and

wn = 0 for n odd we obtain
∑

n≥2

(−1)
n(n−1)

2 wnxn = B1 − xA′
2

and using a computer algebra package we find

(9.4)
∑

n≥2

(−1)
n(n−1)

2 wnxn =
(x + 2)e−x + x − 2

4(e−x − 1)

The derivative of
1

2
log

ex/2 − e−x/2

x
is equal to

−
(x + 2)e−x + x − 2

4(e−x − 1)x

Dividing (9.4) by x and integrating finishes the proof of (1.1).
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